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Biden-Harris Administration Launches American Innovation Effort to Create Jobs 

and Tackle the Climate Crisis 
 

White House Forms Climate Innovation Working Group, Outlines Innovation Agenda 
 
Today, the Biden-Harris Administration is initiating an ambitious innovation effort to create 
American jobs while tackling the climate crisis, which includes the launch of a new research 
working group, an outline of the Administration’s innovation agenda. The announcements 
kickstart the Administration’s undertaking to spur the creation of new jobs, technology, and 
tools that empower the United States to innovate and lead the world in addressing the climate 
crisis. 
 
President Biden is fulfilling his promise to accelerate R&D investments, creating a new Climate 
Innovation Working Group as part of the National Climate Task Force to advance his 
commitment to launching an Advanced Research Projects Agency-Climate (ARPA-C). The 
working group will help coordinate and strengthen federal government-wide efforts to foster 
affordable, game-changing technologies that can help America achieve the President’s goal of 
net zero economy-wide emissions by 2050 and can protect the American people from the 
impacts of droughts and flooding, bigger wildfires, and stronger hurricanes. The working group 
will be co-chaired by the White House Office of Domestic Climate Policy, Office of Science of 
Technology and Policy, and Office of Management and Budget.  
 
“We are tapping into the imagination, talent, and grit of America’s innovators, scientists, and 
workers to spearhead a national effort that empowers the United States to lead the world in 
tackling the climate crisis,” said Gina McCarthy, President Biden’s National Climate 
Advisor. “At the same time, we are positioning America to create good-paying, union jobs in a 
just and equitable way in communities across the nation that will be at the forefront of new 
manufacturing for clean energy and new technology, tools, and infrastructure that will help us 
adapt to a changing climate.” 
 
As the opportunity for American leadership in climate innovation is vast, the Administration is 
outlining key planks of an agenda the Climate Innovation Working Group will help advance:  
 

● zero net carbon buildings at zero net cost, including carbon-neutral construction 
materials; 

● energy storage at one-tenth the cost of today’s alternatives; 
● advanced energy system management tools to plan for and operate a grid powered by 

zero carbon power plants; 
● very low-cost zero carbon on-road vehicles and transit systems; 
● new, sustainable fuels for aircraft and ships, as well as improvements in broader aircraft 

and ship efficiency and transportation management; 
● affordable refrigeration, air conditioning, and heat pumps made without refrigerants 

that warm the planet; 
● carbon-free heat and industrial processes that capture emissions for making steel, 

concrete, chemicals, and other important industrial products; 
● carbon-free hydrogen at a lower cost than hydrogen made from polluting alternatives; 
● innovative soil management, plant biologies, and agricultural techniques to remove 

carbon dioxide from the air and store it in the ground;  



● direct air capture systems and retrofits to existing industrial and power plant exhausts to 
capture carbon dioxide and use it to make alternative products or permanently sequester 
it deep underground. 

 
In addition to supporting technologies that are near commercialization, the Climate Innovation 
Working Group will also emphasize research to bolster and build critical clean energy supply 
chains in the United States and strengthen American manufacturing. As it coordinates climate 
innovation across the federal government, it will focus on programs at land-grant universities, 
Historically Black Colleges and Universities, and other minority-serving institutions.  
 
“Today is an important day for tackling the climate crisis through cutting-edge science, 
technology, and innovation. The Office of Science and Technology Policy is ready to help 
turbocharge climate-related innovation, and we look forward to engaging with scientists, 
engineers, students, and innovators all across America to build a future in which not only jobs 
and economic benefits but also opportunities to participate in climate innovation are shared 
equitably by all Americans,” said Kei Koizumi, Acting Director of the White House 
Office of Science and Technology Policy. 
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Abstract. Human-induced atmospheric composition changes cause a radiative imbalance at the top of the at-
mosphere which is driving global warming. This Earth energy imbalance (EEI) is the most critical number
defining the prospects for continued global warming and climate change. Understanding the heat gain of the
Earth system – and particularly how much and where the heat is distributed – is fundamental to understand-
ing how this affects warming ocean, atmosphere and land; rising surface temperature; sea level; and loss of
grounded and floating ice, which are fundamental concerns for society. This study is a Global Climate Observ-
ing System (GCOS) concerted international effort to update the Earth heat inventory and presents an updated
assessment of ocean warming estimates as well as new and updated estimates of heat gain in the atmosphere,
cryosphere and land over the period 1960–2018. The study obtains a consistent long-term Earth system heat
gain over the period 1971–2018, with a total heat gain of 358± 37 ZJ, which is equivalent to a global heating
rate of 0.47± 0.1 W m−2. Over the period 1971–2018 (2010–2018), the majority of heat gain is reported for
the global ocean with 89 % (90 %), with 52 % for both periods in the upper 700 m depth, 28 % (30 %) for the
700–2000 m depth layer and 9 % (8 %) below 2000 m depth. Heat gain over land amounts to 6 % (5 %) over these
periods, 4 % (3 %) is available for the melting of grounded and floating ice, and 1 % (2 %) is available for atmo-
spheric warming. Our results also show that EEI is not only continuing, but also increasing: the EEI amounts to
0.87±0.12 W m−2 during 2010–2018. Stabilization of climate, the goal of the universally agreed United Nations
Framework Convention on Climate Change (UNFCCC) in 1992 and the Paris Agreement in 2015, requires that
EEI be reduced to approximately zero to achieve Earth’s system quasi-equilibrium. The amount of CO2 in the
atmosphere would need to be reduced from 410 to 353 ppm to increase heat radiation to space by 0.87 W m−2,
bringing Earth back towards energy balance. This simple number, EEI, is the most fundamental metric that the
scientific community and public must be aware of as the measure of how well the world is doing in the task of
bringing climate change under control, and we call for an implementation of the EEI into the global stocktake
based on best available science. Continued quantification and reduced uncertainties in the Earth heat inventory
can be best achieved through the maintenance of the current global climate observing system, its extension into
areas of gaps in the sampling, and the establishment of an international framework for concerted multidisci-
plinary research of the Earth heat inventory as presented in this study. This Earth heat inventory is published
at the German Climate Computing Centre (DKRZ, https://www.dkrz.de/, last access: 7 August 2020) under the
DOI https://doi.org/10.26050/WDCC/GCOS_EHI_EXP_v2 (von Schuckmann et al., 2020).

1 Introduction

In the Paris Agreement of the United Nations Framework
Convention on Climate Change (UNFCCC), article 7 de-
mands that “Parties should strengthen [. . . ] scientific knowl-
edge on climate, including research, systematic observation
of the climate system and early warning systems, in a manner
that informs climate services and supports decision-making”.
This request of the UNFCCC expresses the need of cli-
mate monitoring based on best available science, which is
globally coordinated through the Global Climate Observ-
ing System (GCOS). In the current Implementation Plan of
GCOS, main observation gaps are addressed and it states
that “closing the Earth’s energy balance [. . . ] through ob-
servations remain outstanding scientific issues that require
high-quality climate records of Essential Climate Variables
(ECVs).” (GCOS, 2016). GCOS is asking the broader scien-
tific community to establish the observational requirements
needed to meet the targets defined in the GCOS Implementa-
tion Plan and to identify how climate observations could be

enhanced and continued into the future in order to monitor
the Earth’s cycles and the global energy budget. This study
addresses and intends to respond to this request.

The state, variability and change of Earth’s climate are to a
large extent driven by the energy transfer between the differ-
ent components of the Earth system (Hansen, 2005; Hansen
et al., 2011). Energy flows alter clouds, and weather and in-
ternal climate modes can temporarily alter the energy bal-
ance on subannual to multidecadal timescales (Palmer and
McNeall, 2014; Rhein et al., 2013). The most practical way
to monitor climate state, variability and change is to contin-
ually assess the energy, mainly in the form of heat, in the
Earth system (Hansen et al., 2011). All energy entering or
leaving the Earth climate system does so in the form of radi-
ation at the top of the atmosphere (TOA) (Loeb et al., 2012).
The difference between incoming solar radiation and outgo-
ing radiation, which is the sum of the reflected shortwave
radiation and emitted longwave radiation, determines the net
radiative flux at TOA. Changes of this global radiation bal-
ance at TOA – the so-called Earth energy imbalance (EEI)
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– determine the temporal evolution of Earth’s climate: If the
imbalance is positive (i.e., less energy going out than coming
in), energy in the form of heat is accumulated in the Earth
system, resulting in global warming – or cooling if the EEI is
negative. The various facets and impacts of observed climate
change arise due to the EEI, which thus represents a cru-
cial measure of the rate of climate change (von Schuckmann
et al., 2016). The EEI is the portion of the forcing that has
not yet been responded to (Hansen, 2005). In other words,
warming will continue even if atmospheric greenhouse gas
(GHG) amounts are stabilized at today’s level, and the EEI
defines additional global warming that will occur without
further change in forcing (Hansen et al., 2017). The EEI is
less subject to decadal variations associated with internal cli-
mate variability than global surface temperature and there-
fore represents a robust measure of the rate of climate change
(von Schuckmann et al., 2016; Cheng et al., 2017a).

The Earth system responds to an imposed radiative forcing
through a number of feedbacks, which operate on various
different timescales. Conceptually, the relationships between
EEI, radiative forcing and surface temperature change can be
expressed as (Gregory and Andrews, 2016)

1NTOA =1FERF− |αFP|1TS, (1)

where 1NTOA is Earth’s net energy imbalance at TOA (in
W m−2), 1FERF is the effective radiative forcing (W m−2),
1TS is the global surface temperature anomaly (K) relative
to the equilibrium state and αFP is the net total feedback pa-
rameter (W m−2 K−1), which represents the combined effect
of the various climate feedbacks. Essentially, αFP in Eq. (1)
can be viewed as a measure of how efficient the system is
at restoring radiative equilibrium for a unit surface temper-
ature rise. Thus, 1NTOA represents the difference between
the applied radiative forcing and Earth’s radiative response
through climate feedbacks associated with surface tempera-
ture rise (e.g., Hansen et al., 2011). Observation-based esti-
mates of1NTOA are therefore crucial both to our understand-
ing of past climate change and for refining projections of fu-
ture climate change (Gregory and Andrews, 2016; Kuhlbrodt
and Gregory, 2012). The long atmospheric lifetime of car-
bon dioxide means that 1NTOA, 1FERF and 1TS will re-
main positive for centuries, even with substantial reductions
in greenhouse gas emissions, and lead to substantial commit-
ted sea-level rise (Cheng et al., 2019a; Hansen et al., 2017;
Nauels et al., 2017; Palmer et al., 2018).

However, this conceptual picture is complicated by the
presence of unforced internal variability in the climate sys-
tem, which adds substantial noise to the real-world ex-
pression of this equation (Gregory et al., 2020; Marvel et
al., 2018; Palmer and McNeall, 2014). For example, at
timescales from interannual to decadal periods, the phase of
the El Niño–Southern Oscillation contributes to both positive
or negative variations in EEI (Cheng et al., 2019a; Loeb et
al., 2018; Johnson and Birnbaum, 2017; Loeb et al., 2012).
At multidecadal and longer timescales, systematic changes

in ocean circulation can significantly alter the EEI as well
(Baggenstos et al., 2019).

Timescales of the Earth climate response to perturbations
of the equilibrium Earth energy balance at TOA are driven
by a combination of climate forcing and the planet’s thermal
inertia: the Earth system tries to restore radiative equilibrium
through increased thermal radiation to space via the Planck
response, but a number of additional Earth system feedbacks
also influence the planetary radiative response (Lembo et al.,
2019; Myhre et al., 2013). Timescales of warming or cool-
ing of the climate depend on the imposed radiative forcing,
the evolution of climate and Earth system feedbacks, with
ocean and cryosphere in particular leading to substantial ther-
mal inertia (Clark et al., 2016; Marshall et al., 2015). Conse-
quently, it requires centuries for Earth’s surface temperature
to respond fully to a climate forcing.

Contemporary estimates of the magnitude of the Earth’s
energy imbalance range between about 0.4 and 0.9 W m−2

(depending on estimate method and period; see also conclu-
sion) and are directly attributable to increases in carbon diox-
ide and other greenhouse gases in the atmosphere from hu-
man activities (Ciais et al., 2013; Myhre et al., 2013; Rhein
et al., 2013; Hansen et al., 2011). The estimate obtained
from climate models (CMIP6) as presented by Wild (2020)
amounts to 1.1± 0.8 W m−2. Since the period of industrial-
ization, the EEI has become increasingly dominated by the
emissions of radiatively active greenhouse gases, which per-
turb the planetary radiation budget and result in a positive
EEI. As a consequence, excess heat is accumulated in the
Earth system, which is driving global warming (Hansen et
al., 2005, 2011). The majority (about 90 %) of this positive
EEI is stored in the ocean (Rhein et al., 2013) and can be es-
timated through the evaluation of ocean heat content (OHC,
e.g., Abraham et al., 2013). According to previous estimates,
a small proportion (∼ 3 %) contributes to the melting of Arc-
tic sea ice and land ice (glaciers, the Greenland and Antarctic
ice sheets). Another 4 % goes into heating of the land and at-
mosphere (Rhein et al., 2013).

Knowing where and how much heat is stored in the dif-
ferent Earth system components from a positive EEI, and
quantifying the Earth heat inventory, is of fundamental im-
portance to unravel the current status of climate change, as
well as to better understand and predict its implications, and
to design the optimal observing networks for monitoring the
Earth heat inventory. Quantifying this energy gain is essen-
tial for understanding the response of the climate system to
radiative forcing and hence to reduce uncertainties in climate
predictions. The rate of ocean heat gain is a key component
for the quantification of the EEI, and the observed surface
warming has been used to estimate the equilibrium climate
sensitivity (e.g., Knutti and Rugenstein, 2015). However, fur-
ther insight into the Earth heat inventory, particularly to fur-
ther unravel where the heat is going, can have implications
on the understanding of the transient climate responses to
climate change and consequently reduces uncertainties in cli-
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mate predictions (Hansen et al., 2011). In this paper, we fo-
cus on the inventory of heat stored in the Earth system. The
first four sections will introduce the current status of estimate
of heat storage change in the ocean, atmosphere, land and
cryosphere, respectively. Uncertainties, current achieved ac-
curacy, challenges and recommendations for future improved
estimates are discussed for each Earth system component and
in the conclusion. In the last chapter, an update of the Earth
heat inventory is established based on the results of Sects. 1–
4, followed by a conclusion.

2 Heat stored in the ocean

The storage of heat in the ocean leads to ocean warming
(IPCC, 2020) and is a major contributor to sea-level rise
through thermal expansion (WCRP, 2018). Ocean warming
alters ocean stratification and ocean mixing processes (Bind-
off et al., 2020), affects ocean currents (Hoegh-Guldberg,
2020; Rhein et al., 2018; Yang et al., 2016), impacts tropi-
cal cyclones (Hoegh-Guldberg, 2020; Trenberth et al., 2018;
Woollings et al., 2012), and is a major player in ocean de-
oxygenation processes (Breitburg et al., 2018) and carbon se-
questration into the ocean (Bopp et al., 2013; Frölicher et al.,
2018). Together with ocean acidification and deoxygenation,
ocean warming can lead to dramatic changes in ecosystems,
biodiversity, population extinctions, coral bleaching and in-
fectious disease, as well as redistribution of habitat (Gar-
cía Molinos et al., 2016; Gattuso et al., 2015; Ramírez et al.,
2017). Implications of ocean warming are also widespread
across Earth’s cryosphere (Jacobs et al., 2002; Mayer et
al., 2019; Polyakov et al., 2017; Serreze and Barry, 2011;
Shi et al., 2018). Examples include the basal melt of ice
shelves (Adusumilli et al., 2020; Pritchard et al., 2012; Wil-
son et al., 2017) and marine-terminating glaciers (Straneo
and Cenedese, 2015), as well as the retreat and speedup of
outlet glaciers in Greenland (King et al., 2018) and in Antarc-
tica (Shepherd et al., 2018a) and of tidewater glaciers in
South America and in the High Arctic (Gardner et al., 2013).

Opportunities and challenges in forming OHC estimates
depend on the availability of in situ subsurface temper-
ature measurements, particularly for global-scale evalua-
tions. Subsurface ocean temperature measurements before
1900 had been obtained from shipboard instrumentation, cul-
minating in the global-scale Challenger expedition (1873–
1876) (Roemmich and Gilson, 2009). From 1900 up to the
mid-1960s, subsurface temperature measurements relied on
shipboard Nansen bottle and mechanical bathythermograph
(MBT) instruments (Abraham et al., 2013), only allowing
limited global coverage and data quality. The inventions of
the conductivity–temperature–depth (CTD) instruments in
the mid-1950s and the expendable bathythermograph (XBT)
observing system about 10 years later increased the oceano-
graphic capabilities for widespread and accurate (in the case

of the CTD) measurements of in situ subsurface water tem-
perature (Abraham et al., 2013; Goni et al., 2019).

With the implementation of several national and interna-
tional programs, and the implementation of the moored ar-
rays in the tropical ocean in the 1980s, the Global Ocean
Observing System (GOOS, https://www.goosocean.org/, last
access: 7 August 2020) started to grow. Particularly the
global World Ocean Circulation Experiment (WOCE) dur-
ing the 1990s obtained a global baseline survey of the ocean
from top to bottom (King et al., 2001). However, measure-
ments were still limited to fixed point platforms, major ship-
ping routes, and naval and research vessel cruise tracks, leav-
ing large parts of the ocean undersampled. In addition, de-
tected instrumental biases in MBTs, XBTs and other instru-
ments pose a further challenge for the global scale OHC es-
timate (Abraham et al., 2013; Ciais et al., 2013; Rhein et
al., 2013), but significant progress has been made recently
to correct biases and provide high-quality data for climate
research (Boyer et al., 2016; Cheng et al., 2016; Goni et al.,
2019; Gouretski and Cheng, 2020). Satellite altimeter mea-
surements of sea surface height began in 1992 and are used
to complement in situ-derived OHC estimates, either for val-
idation purposes (Cabanes et al., 2013) or to complement
the development of global gridded ocean temperature fields
(Guinehut et al., 2012; Willis et al., 2004). Indirect estimates
of OHC from remote sensing through the global sea-level
budget became possible with satellite-derived ocean mass in-
formation in 2002 (Dieng et al., 2017; Llovel et al., 2014;
Loeb et al., 2012; Meyssignac et al., 2019; von Schuckmann
et al., 2014).

After the OceanObs conference in 1999, the international
Argo profiling float program was launched with first Argo
float deployments in the same year (Riser et al., 2016; Roem-
mich and Gilson, 2009). By the end of 2006, Argo sampling
had reached its initial target of data sampling roughly ev-
ery 3◦ between 60◦ S and 60◦ N. However, due to technical
evolution, only 40 % of Argo floats provided measurements
down to 2000 m depth in the year 2005, but that percentage
increased to 60 % in 2010 (von Schuckmann and Le Traon,
2011). The starting point of the Argo-based best estimate
for near-global-scale (60◦ S–60◦ N) OHC is either defined
in 2005 (von Schuckmann and Le Traon, 2011) or in 2006
(Wijffels et al., 2016). The opportunity for improved OHC
estimation provided by Argo is tremendous and has led to
major advancements in climate science, particularly on the
discussion of the EEI (Hansen et al., 2011; Johnson et al.,
2018; Loeb et al., 2012; Trenberth and Fasullo, 2010; von
Schuckmann et al., 2016; Meyssignac et al., 2019). The near-
global coverage of the Argo network also provides an excel-
lent test bed for the long-term OHC reconstruction extend-
ing back well before the Argo period (Cheng et al., 2017b).
Moreover, these evaluations inform further observing system
recommendations for global climate studies, i.e., gaps in the
deep ocean layers below 2000 m depth, in marginal seas, in
shelf areas and in the polar regions (e.g., von Schuckmann et
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al., 2016), and their implementations are underway, for ex-
ample for deep Argo (Johnson et al., 2019).

Different research groups have developed gridded prod-
ucts of subsurface temperature fields for the global ocean us-
ing statistical models (Gaillard et al., 2016; Good et al., 2013;
Ishii et al., 2017; Levitus et al., 2012) or combined observa-
tions with additional statistics from climate models (Cheng
et al., 2017b). An exhaustive list of the pre-Argo products
can be found in, for example, Abraham et al. (2013), Boyer
et al. (2016), WCRP (2018) and Meyssignac et al. (2019).
Additionally, specific Argo-based products are listed on
the Argo web page (http://www.argo.ucsd.edu/, last access:
7 August 2020). Although all products rely more or less on
the same database, near-global OHC estimates show some
discrepancies which result from the different statistical treat-
ments of data gaps, the choice of the climatology, and the
approach used to account for the MBT and XBT instrumen-
tal biases (Boyer et al., 2016; Wang et al., 2018). Argo-based
products show smaller differences, likely resulting from dif-
ferent treatments of currently undersampled regions (e.g.,
von Schuckmann et al., 2016). Ocean reanalysis systems
have been also used to deliver estimates of near-global OHC
(Meyssignac et al., 2019; von Schuckmann et al., 2018), and
their international assessments show increased discrepancies
with decreasing in situ data availability for the assimilation
(Palmer et al., 2017; Storto et al., 2018). Climate models
have also been used to study global and regional ocean heat
changes and the associated mechanisms, with observational
datasets providing valuable benchmarks for model evaluation
(Cheng et al., 2016; Gleckler et al., 2016).

International near-global OHC assessments have been per-
formed previously (e.g., Abraham et al., 2013; Boyer et al.,
2016; Meyssignac et al., 2019; WCRP, 2018). These as-
sessments are challenging, as most of the gridded temper-
ature fields are research products, and only few are dis-
tributed and regularly updated operationally (e.g., https://
marine.copernicus.eu/, last access: 7 August 2020). This ini-
tiative relies on the availability of data products, their tem-
poral extensions and direct interactions with the different re-
search groups. A complete view of all international tempera-
ture products can be only achieved through a concerted inter-
national effort and over time. In this study, we do not achieve
a holistic view of all available products but present a start-
ing point for future international regular assessments of near-
global OHC. For the first time, we propose an international
ensemble mean and standard deviation of near-global OHC
(Fig. 1) which is then used to build an Earth climate sys-
tem energy inventory (Sect. 5). The ensemble spread gives
an indication of the agreement among products and can be
used as a proxy for uncertainty. The basic assumption for
the error distribution is Gaussian with a mean of zero, which
can be approximated by an ensemble of various products.
However, it does not account for systematic errors that may
result in biases across the ensemble and does not represent
the full uncertainty. The uncertainty can also be estimated in

Table 1. Linear trends (weighted least square fit; see for example
von Schuckmann and Le Traon, 2011) as derived from the ensemble
mean as presented in Fig. 1 for different time intervals, as well as
different integration depth. The uncertainty on the trend estimate is
given for the 95 % confidence level. Note that values are given for
the ocean surface area between 60◦ S and 60◦ N and are limited to
the 300 m bathymetry of each product. See text and Fig. 1 caption
for more details on the OHC estimates.

Period 0–300 m 0–700 m 0–2000 m 700–2000 m
(W m−2) (W m−2) (W m−2) (W m−2)

1960–2018 0.3± 0.03 0.4± 0.1 0.5± 0.1 0.2± 0.03
1993–2018 0.4± 0.04 0.6± 0.1 0.9± 0.1 0.3± 0.03
2005–2018 0.4± 0.1 0.6± 0.1 1.0± 0.2 0.4± 0.1
2010–2018 0.5± 0.1 0.7± 0.1 1.3± 0.3 0.5± 0.1

other ways including some purely statistical methods (Lev-
itus et al., 2012) or methods explicitly accounting for the
error sources (Lyman and Johnson, 2013), but each method
has its caveats, for example the error covariances are mostly
unknown, so adopting a straightforward method with a “data
democracy” strategy has been chosen here as a starting point.

However, future evolution of this initiative is needed to in-
clude missing and updated in situ-based products, ocean re-
analyses and indirect estimates (for example satellite based).
The continuity of this activity will help to further unravel un-
certainties due to the community’s collective efforts on de-
tecting/reducing errors, and it then provides up-to-date sci-
entific knowledge of ocean heat uptake.

Products used for this assessment are referenced in the
caption of Fig. 2. Estimates of OHC have been provided
by the different research groups under homogeneous cri-
teria. All estimates use a coherent ocean volume limited
by the 300 m isobath of each product and are limited to
60◦ S–60◦ N since most observational products exclude high-
latitude ocean areas because of the low observational cover-
age, and only annual averages have been used. 60◦ S–60◦N
constitutes ∼ 91 % of the global ocean surface area, and lim-
iting to 300 m isobath neglects the contributions from coastal
and shallow waters, so the resultant OHC trends will be un-
derestimated if these ocean regions are warming. For exam-
ple, neglecting shallow waters can account for 5 %–10 % for
0–2000 m OHC trends (von Schuckmann et al., 2014). A
first initial test using Cheng et al. (2017b) data indicates that
OHC 0–2000 m trends can be underestimated by ∼ 10 % if
the ocean warming in the area polewards of 60◦ latitude is
not taken into account (not shown). This is a caveat of the
assessment in this review and will be addressed in the future.

The assessment is based on three distinct periods to ac-
count for the evolution of the observing system, i.e., 1960–
2018 (i.e., “historical”), 1993–2018 (i.e., “altimeter era”)
and 2005–2018 (i.e., “golden Argo era”). In addition, ocean
warming rates over the past decade are specifically dis-
cussed according to an apparent acceleration of global sur-
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Figure 1. Ensemble mean time series and ensemble standard deviation (2σ , shaded) of global ocean heat content (OHC) anomalies relative
to the 2005–2017 climatology for the 0–300 m (gray), 0–700 m (blue), 0–2000 m (yellow) and 700–2000 m depth layer (green). The ensemble
mean is an outcome of an international assessment initiative, and all products used are referenced in the legend of Fig. 2. The trends derived
from the time series are given in Table 1. Note that values are given for the ocean surface area between 60◦ S and 60◦ N and are limited to
the 300 m bathymetry of each product.

face warming since 2010 (WMO, 2020; Blunden and Arndt,
2019). All time series reach the end in 2018 – which was one
of the principal limitations for the inclusion of some prod-
ucts. Our final estimates of OHC for the upper 2000 m over
different periods are the ensemble average of all products,
with the uncertainty range defined by the standard deviation
(2σ ) of the corresponding estimates used (Fig. 1).

The first and principal result of the assessment (Fig. 1) is
an overall increase in the trend for the two more recent study
periods, e.g., the altimeter era (1993–2018) and golden Argo
era (2005–2018), relative to the historical era (1960–2018),
which is in agreement with previous results (e.g., Abraham
et al., 2013). The trend values are all given in Table 1. A ma-
jor part of heat is stored in the upper layers of the ocean (0–
300 m and 0–700 m depth). However, heat storage at interme-
diate depth (700–2000 m) increases at a comparable rate as
reported for the 0–300 m depth layer (Table 1, Fig. 2). There
is a general agreement among the 15 international OHC es-
timates (Fig. 2). However, for some periods and depth layers
the standard deviation reaches maximal values up to about
0.3 W m−2. All products agree on the fact that ocean warm-
ing rates have increased in the past decades and doubled
since the beginning of the altimeter era (1993–2018 com-
pared with 1960–2018) (Fig. 2). Moreover, there is a clear
indication that heat sequestration into the deeper ocean lay-
ers below 700 m depth took place over the past 6 decades

linked to an increase in OHC trends over time (Fig. 2). In
agreement with observed accelerated Earth surface warm-
ing over the past decade (WMO, 2020; Blunden and Arndt,
2019), ocean warming rates for the 0–2000 m depth layer
also reached record rates of 1.3 (0.9)± 0.3 W m−2 for the
ocean (global) area over the period 2010–2018.

For the deep OHC changes below 2000 m, we adapted an
updated estimate from Purkey and Johnson (2010) (PG10)
from 1991 to 2018, which is a constant linear trend esti-
mate (1.15±0.57 ZJ yr−1, 0.07±0.04 W m−2). Some recent
studies strengthened the results in PG10 (Desbruyères et al.,
2016; Zanna et al., 2019). Desbruyères et al. (2016) exam-
ined the decadal change of the deep and abyssal OHC trends
below 2000 m in the 1990s and 2000s, suggesting that there
has not been a significant change in the rate of decadal global
deep/abyssal warming from the 1990s to the 2000s and the
overall deep ocean warming rate is consistent with PG10. Us-
ing a Green function method, Zanna et al. (2019) reported a
deep ocean warming rate of∼ 0.06 W m−2 during the 2000s,
consistent with PG10 used in this study. Zanna et al. (2019)
shows a fairly weak global trend during the 1990s, inconsis-
tent with observation-based estimates. This mismatch might
come from the simplified or misrepresentation of surface-
deep connections using ECCO reanalysis data and the use of
time-mean Green functions in Zanna et al. (2019), as well as
from the limited spatial resolution of the observational net-
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Figure 2. Linear trends of global ocean heat content (OHC) as derived from different temperature products (colors). References are
given in the figure legend, except for IPRC (http://apdrc.soest.hawaii.edu/projects/Argo/, last access: 7 August 2020), CMEMS (CORA
and ARMOR-3D, http://marine.copernicus.eu/science-learning/ocean-monitoring-indicators, last access: 7 August 2020), CARS2009 (http:
//www.marine.csiro.au/~dunn/cars2009/, last access: 7 August 2020) and NOC (National Oceanographic Institution, Desbruyères et al.,
2016). The ensemble mean and standard deviation (2σ ) are given in black. The shaded areas show trends from different depth layer inte-
grations, i.e., 0–300 m (light turquoise), 0–700 m (light blue), 0–2000 m (purple) and 700–2000 m (light purple). For each integration depth
layer, trends are evaluated over the three study periods, i.e., historical (1960–2018), altimeter era (1993–2018) and golden Argo era (2005–
2018). In addition, the most recent period 2010–2018 is included. See text for more details on the international assessment criteria. Note that
values are given for the ocean surface area (see text for more details).

work for relatively short time spans. Furthermore, combining
hydrographic and deep-Argo floats, a recent study (Johnson
et al., 2019) reported an accelerated warming in the South
Pacific Ocean in recent years, but a global estimate of the
OHC rate of change over time is not available yet.

Before 1990, we assume zero OHC trend below 2000 m,
following the methodology in IPCC-AR5 (Rhein et al.,
2013). The zero-trend assumption is made mainly because
there are too few observations before 1990 to make an esti-
mate of OHC change below 2000 m. But it is a reasonable
assumption because OHC 700–2000 m warming was fairly
weak before 1990 and heat might not have penetrated down
to 2000 m (Cheng et al., 2017b). Zanna et al. (2019) also
shows a near-zero OHC trend below 2000 m from the 1960s
to 1980s. The derived time series is used for the Earth energy
inventory in Sect. 5. A centralized (around the year 2006) un-
certainty approach has been applied for the deep (> 2000 m
depth) OHC estimate following the method of Cheng et
al. (2017b), which allows us to extract an uncertainty range
over the period 1993–2018 within the given [lower (1.15–
0.57 ZJ yr−1), upper (1.15+0.57 ZJ yr−1)] range of the deep

OHC trend estimate. We then extend the obtained uncertainty
estimate back from 1993 to 1960, with 0 OHC anomaly.

3 Heat available to warm the atmosphere

While the amount of heat accumulated in the atmosphere is
small compared to the ocean, warming of the Earth’s near-
surface air and atmosphere aloft is a very prominent ef-
fect of climate change, which directly affects society. Atmo-
spheric observations clearly reveal a warming of the tropo-
sphere over the last decades (Santer et al., 2017; Steiner et al.,
2020) and changes in the seasonal cycle (Santer et al., 2018).
Changes in atmospheric circulation (Cohen et al., 2014; Fu
et al., 2019) together with thermodynamic changes (Fischer
and Knutti, 2016; Trenberth et al., 2015) will lead to more ex-
treme weather events and increase high-impact risks for so-
ciety (Coumou et al., 2018; Zscheischler et al., 2018). There-
fore, a rigorous assessment of the atmospheric heat content
in context with all Earth’s climate subsystems is important
for a full view on the changing climate system.
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The atmosphere transports vast amounts of energy later-
ally and strong vertical heat fluxes occur at the atmosphere’s
lower boundary. The pronounced energy and mass exchanges
within the atmosphere and with all other climate compo-
nents is a fundamental element of Earth’s climate (Peixoto
and Oort, 1992). In contrast, long-term heat accumulation in
the atmosphere is limited by its small heat capacity as the
gaseous component of the Earth system (von Schuckmann et
al., 2016).

Recent work revealed inconsistencies in earlier formula-
tions of the atmospheric energy budget (Mayer et al., 2017;
Trenberth and Fasullo, 2018), and hence a short discussion
of the updated formulation is provided here. In a globally
averaged and vertically integrated sense, heat accumulation
in the atmosphere arises from a small imbalance between net
energy fluxes at the top of the atmosphere (TOA) and the sur-
face (denoted s). The heat budget of the vertically integrated
and globally averaged atmosphere (indicated by the global
averaging operator 〈.〉) reads as follows (Mayer et al., 2017):〈
∂AE
∂t

〉
= 〈NTOA〉− 〈Fs〉− 〈Fsnow〉− 〈FPE〉, (2)

where, in mean-sea-level altitude (z) coordinates used here
for integrating over observational data, the vertically inte-
grated atmospheric energy content AE per unit surface area
[J m−2] reads

AE=

zTOA∫
zs

ρ

(
cvT + g (z− zs)+Leq +

1
2
V 2
)

dz. (3)

In Eq. (2), AE represents the total atmospheric energy con-
tent,NTOA the net radiation at TOA, Fs the net surface energy
flux defined as the sum of net surface radiation and latent
and sensible heat flux, and Fsnow the latent heat flux associ-
ated with snowfall (computed as the product of latent heat
of fusion and snowfall rate). Here, we take constant latent
heat of vaporization (at 0 ◦C) in the latent heat flux term that
is contained in Fs, but variations in latent heat flux arising
from the deviation of evaporated water from 0 ◦C are con-
tained in FPE, which additionally accounts for sensible heat
of precipitation (referenced to 0 ◦C). That is, FPE expresses a
modification of Fs arising from global evaporation and pre-
cipitation occurring at temperatures different from 0 ◦C.

Snowfall is the fraction of precipitation that returns origi-
nally evaporated water to the surface in a frozen state. In that
sense, Fsnow represents a heat transfer from the surface to
the atmosphere: it warms the atmosphere through additional
latent heat release (associated with freezing of vapor) and
snowfall consequently arrives at the surface in an energetic
state lowered by this latent heat. This energetic effect is most
obvious over the open ocean, where falling snow requires
the same amount of latent heat to be melted again and thus
cools the ocean. Over high latitudes, Fsnow can attain values
up to 5 W m−2, but its global average value is smaller than

1 W m−2 (Mayer et al., 2017). Although its global mean en-
ergetic effect is relatively small, it is systematic and should
be included for accurate diagnostics. Moreover, snowfall is
an important contributor to the heat and mass budget of ice
sheets and sea ice (see Sect. 4).
FPE represents the net heat flux arising from the differ-

ent temperatures of rain and evaporated water. This flux can
be sizable regionally, but it is small in a global average
sense (warming of the atmosphere ∼ 0.3 W m−2 according
to Mayer et al., 2017).

Equation (3) provides a decomposition of the atmospheric
energy content AE into sensible heat energy (sum of the first
two terms, internal heat energy and gravity potential energy),
latent heat energy (third term) and kinetic energy (fourth
term), where ρ is the air density, cv the specific heat for moist
air at constant volume, T the air temperature, g the accelera-
tion of gravity, Le the temperature-dependent effective latent
heat of condensation (and vaporization) Lv or sublimation
Ls (the latter relevant below 0 ◦C), q the specific humidity of
the moist air, and V the wind speed. We neglect atmospheric
liquid water droplets and ice particles as separate species, as
their amounts and especially their trends are small.

In the AE derivation from observational datasets based on
Eq. (3), we accounted for the intrinsic temperature depen-
dence of the latent heat of water vapor by assigning Le to Lv
if ambient temperatures are above 0 ◦C and to Ls (adding in
the latent heat of fusionLf) if they are below−10 ◦C, respec-
tively, with a gradual (half-sine weighted) transition over the
temperature range between. The reanalysis evaluations sim-
ilarly approximated Le by using values of Lv, Ls, and Lf,
though in slightly differing forms. The resulting differences
in AE anomalies from any of these choices are negligibly
small, however, since the latent heat contribution at low tem-
peratures is itself very small.

As another small difference, the AE estimations from ob-
servations neglected the kinetic energy term in Eq. (3) (fourth
term), while the reanalysis evaluations accounted for it. This
as well leads to negligible AE anomaly differences, however,
since the kinetic energy content and trends at a global scale
are more than three orders of magnitude smaller than for the
sensible heat (Peixoto and Oort, 1992). Aligning with the ter-
minology of ocean heat content (OHC) and given the domi-
nance of the heat-related terms in Eq. (3), we hence refer to
the energy content AE as atmospheric heat content (AHC)
hereafter.

Turning to the actual datasets used, atmospheric energy
accumulation can be quantified using various data types, as
summarized in the following. Atmospheric reanalyses com-
bine observational information from various sources (ra-
diosondes, satellites, weather stations, etc.) and a dynami-
cal model in a statistically optimal way. This data type has
reached a high level of maturity, thanks to continuous devel-
opment work since the early 1990s (Hersbach et al., 2018).
Especially reanalyzed atmospheric state quantities like tem-
perature, winds and moisture are considered to be of high
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quality and suitable for climate studies, although temporal
discontinuities introduced from the ever-changing observa-
tion system remain a matter of concern (Berrisford et al.,
2011; Chiodo and Haimberger, 2010).

Here we use the current generation of atmospheric reanal-
yses as represented by ECMWF’s fifth-generation reanalysis
ERA5 (Hersbach et al., 2018, 2020), NASA’s Modern-Era
Retrospective analysis for Research and Applications ver-
sion 2 (MERRA2) (Gelaro et al., 2017) and JMA’s 55-year-
long reanalysis JRA-55 (Kobayashi et al., 2015). All these
are available over 1980 to 2018 (ERA5 also in 1979), while
JRA-55 is the only one covering the full early timeframe
1960 to 1979. We additionally used a different version of
JRA-55 that assimilates only conventional observations also
over the satellite era from 1979 onwards, which away from
the surface only leaves radiosondes as data source and which
is available to 2012 (JRA-55C). The advantage of this prod-
uct is that it avoids potential spurious jumps associated with
satellite changes. Moreover, JRA-55C is fully independent
of satellite-derived Global Positioning System (GPS) radio
occultation (RO) data that are also separately used and de-
scribed below together with the observational techniques.

In addition to these four reanalyses, the datasets from three
different observation techniques have been used for comple-
mentary observational estimates of the atmospheric heat con-
tent. We use the Wegener Center (WEGC) multisatellite RO
data record, WEGC OPSv5.6 (Angerer et al., 2017), as well
as its radiosonde (RS) data record derived from the high-
quality Vaisala sondes RS80/RS92/VS41, WEGC Vaisala
(Ladstädter et al., 2015). WEGC OPSv5.6 and WEGC
Vaisala provide thermodynamic upper air profiles of air tem-
perature, specific humidity and density from which we lo-
cally estimate the vertical AHC based on the first three in-
tegral terms of Eq. (3) (Kirchengast et al., 2019). In atmo-
spheric domains not fully covered by the data (e.g., in the
lower part of the boundary layer for RO or over the polar lat-
itudes for RS), the profiles are vertically completed by col-
located ERA5 information. The local vertical AHC results
are then averaged into regional monthly means, which are
finally geographically aggregated to global AHC. Applying
this estimation approach in the same way to reanalysis pro-
files subsampled at the observation locations accurately leads
to the same AHC anomaly time series records as the direct
estimation from the full gridded fields.

The third observation-based AHC dataset derives from a
rather approximate estimation approach using the microwave
sounding unit (MSU) data records (Mears and Wentz, 2017).
Because the very coarse vertical resolution of the brightness
temperature measurements from MSU does not enable inte-
gration according to Eq. (3), this dataset is derived by repli-
cating the method used in IPCC AR5 WGI Assessment Re-
port 2013 (Rhein et al., 2013; chap. 3, Box 3.1 therein). We
used the most recent MSU Remote Sensing System (RSS)
V4.0 temperature dataset (Mears and Wentz, 2017), however,
instead of MSU RSS V3.3 (Mears and Wentz, 2009a, b) that

was used in the IPCC AR5. In order to derive global time
series of AHC anomalies, the approach simply combines
weighted MSU lower tropospheric temperature and lower
stratospheric temperature changes (TLT and TLS channels)
converted to sensible heat content changes via global at-
mospheric mass, as well as an assumed fractional increase
in latent heat content according to water vapor content in-
crease driven by temperature at a near-Clausius–Clapeyron
rate (7.5 % ◦C−1).

Figure 3 shows the resulting global AHC change inven-
tory over 1980 to 2018 in terms of AHC anomalies of all
data types (top), mean anomalies and time-average uncer-
tainty estimates including long-term AHC trend estimates
(middle), and annual-mean AHC tendency estimates (bot-
tom). The mean anomaly time series (middle left), preceded
by the small JRA-55 anomalies over 1960–1979, is used as
part of the overall heat inventory in Sect. 5 below. Results
including MSU in addition are separately shown (right col-
umn), since this dataset derives from a fairly approximate
estimation as summarized above and hence is given lower
confidence than the others deriving from rigorous AHC inte-
gration and aggregation. Since MSU data were the only data
for AHC change estimation in the IPCC AR5 report, bringing
it into context is considered relevant, however.

The results clearly show that the AHC trends have intensi-
fied from the earlier decades represented by the 1980–2010
trends of near 1.8 TW (consistent with the trend interval used
in the IPCC AR5 report). We find the trends about 2.5 times
higher over 1993–2018 (about 4.5 TW) and about 3 times
higher in the most recent 2 decades over 2002–2018 (near
5.3 TW), a period that is already fully covered also by the
RO and RS records (which estimate around 6 TW). Checking
the sensitivity of these long-term trend estimates to El Niño–
Southern Oscillation (ENSO) interannual variations, by com-
paring to trends fitted to ENSO-corrected AHC anomalies
(with ENSO regressed out via the Nino 3.4 index), confirms
that the estimates are robust (trends consistent within about
10 %, slightly higher with ENSO correction).

The year-to-year annual-mean tendencies in AHC, reach-
ing amplitudes as high as 50 to 100 TW (or 0.1 to 0.2 W m−2,
if normalized to the global surface area), indicate the strong
coupling of the atmosphere with the uppermost ocean. This is
mainly caused by the ENSO interannual variations that lead
to net energy changes in the climate system including the
atmosphere (Loeb et al., 2012; Mayer et al., 2013) and sub-
stantial reshuffling of heat energy between the atmosphere
and the upper ocean (Cheng et al., 2019b; Johnson and Birn-
baum, 2017; Mayer et al., 2014, 2016).

4 Heat available to warm land

Although the land component of the Earth’s energy budget
accounts for a small proportion of heat in comparison with
the ocean, several land-based processes sensitive to the mag-
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Figure 3. Annual-mean global AHC anomalies over 1980 to 2018 of four different reanalyses and two (a, c, e) or three (b, d, f, plus MSU)
different observational datasets shown together with their mean (a, b), the mean AHC anomaly shown together with four representative AHC
trends and ensemble spread measures of its underlying datasets (c, d), and the annual-mean AHC change (annual tendency) shown for each
year over 1980 to 2018 for all datasets and their mean (e, f). The in-panel legends identify the individual datasets shown (a, b and e, f) and the
chosen trend periods together with the associated trend values and spread measures (c, d), with the latter including the time-average standard
deviation and minimum/maximum deviations of the individual datasets from the mean.
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nitude of the available land heat play a crucial role in the fu-
ture evolution of climate. Among others, the stability and ex-
tent of the continental areas occupied by permafrost soils de-
pend on the land component. Alterations of the thermal con-
ditions at these locations have the potential to release long-
term stored CO2 and CH4 and may also destabilize the re-
calcitrant soil carbon (Bailey et al., 2019; Hicks Pries et al.,
2017). Both of these processes are potential tipping points
(Lenton et al., 2008, 2019; Lenton, 2011) leading to possi-
ble positive feedback on the climate system (Leifeld et al.,
2019; MacDougall et al., 2012). Increased land energy is re-
lated to decreases in soil moisture that may enhance the oc-
currence of extreme temperature events (Jeong et al., 2016;
Seneviratne et al., 2006, 2014, 2010; Xu et al., 2019). Such
extreme events carry negative health effects for the most vul-
nerable sectors of human and animal populations and ecosys-
tems (Matthews et al., 2017; McPherson et al., 2017; Sher-
wood and Huber, 2010; Watts et al., 2019). Given the impor-
tance of properly determining the fraction of EEI flowing into
the land component, recent works have examined the CMIP5
simulations and revealed that Earth system models (ESMs)
have shortcomings in modeling the land heat content of the
last half of the 20th century (Cuesta-Valero et al., 2016). Nu-
merical experiments have pointed to an insufficient depth of
the land surface models (LSMs) (MacDougall et al., 2008,
2010; Stevens, 2007) and to a zero heat-flow bottom bound-
ary condition (BBC) as the origin of the limitations in these
simulations. An LSM of insufficient depth limits the amount
of energy that can be stored in the subsurface. The zero heat-
flow BBC neglects the small but persistent long-term contri-
bution from the flow of heat from the interior of the Earth,
which shifts the thermal regime of the subsurface towards or
away from the freezing point of water, such that the latent
heat component is misrepresented in the northern latitudes
(Hermoso de Mendoza et al., 2020). Although the heat from
the interior of the Earth is constant at timescales of a few mil-
lennia, it may conflict with the setting of the LSM initial con-
ditions in ESM simulations. Modeling experiments have also
allowed us to estimate the heat content in land water reser-
voirs (Vanderkelen et al., 2020), accounting for 0.3± 0.3 ZJ
from 1900 to 2020. Nevertheless, this estimate has not been
included here because it is derived from model simulations
and its magnitude is small in relation to the rest of the com-
ponents of the Earth’s heat inventory.

4.1 Borehole climatology

The main premise of borehole climatology is that the subsur-
face thermal regime is determined by the balance of the heat
flowing from the interior of the Earth (the bottom bound-
ary condition) and the heat flowing through the interface
between the lower atmosphere and the ground (the upper
boundary condition). If the thermal properties of the sub-
surface are known, or if they can be assumed constant over
short-depth intervals, then the thermal regime of the subsur-

face can be determined by the physics of heat diffusion. The
simplest analogy is the temperature distribution along a (in-
finitely wide) cylinder with known thermal properties and
constant temperature at both ends. If upper and lower bound-
ary conditions remain constant (i.e., internal heat flow is con-
stant and there are no persistent variations on the ground sur-
face energy balance), then the thermal regime of the subsur-
face is well known and it is in a (quasi-)steady state. How-
ever, any change to the ground surface energy balance would
create a transient, and such a change in the upper bound-
ary condition would propagate into the ground, leading to
changes in the thermal regime of the subsurface (Beltrami,
2002a). These changes in the ground surface energy bal-
ance propagate into the subsurface and are recorded as de-
partures from the quasi-steady thermal state of the subsur-
face. Borehole climatology uses these subsurface tempera-
ture anomalies to reconstruct the ground surface tempera-
ture changes that may have been responsible for creating the
subsurface temperature anomalies we observe. That is, it is
an attempt to reconstruct the temporal evolution of the up-
per boundary condition. Ground surface temperature histo-
ries (GSTHs) and ground heat flux histories (GHFHs) have
been reconstructed from borehole temperature profile (BTP)
measurements at regional and larger scales for decadal and
millennial timescales (Barkaoui et al., 2013; Beck, 1977;
Beltrami, 2001; Beltrami et al., 2006; Beltrami and Bour-
lon, 2004; Cermak, 1971; Chouinard and Mareschal, 2009;
Davis et al., 2010; Demezhko and Gornostaeva, 2015; Har-
ris and Chapman, 2001; Hartmann and Rath, 2005; Hopcroft
et al., 2007; Huang et al., 2000; Jaume-Santero et al., 2016;
Lachenbruch and Marshall, 1986; Lane, 1923; Pickler et al.,
2018; Roy et al., 2002; Vasseur et al., 1983). These recon-
structions have provided independent records for the eval-
uation of the evolution of the climate system well before
the existence of meteorological records. Because subsurface
temperatures are a direct measure, which unlike proxy re-
constructions of past climate do not need to be calibrated
with the meteorological records, they provide an indepen-
dent way of assessing changes in climate. Such records are
useful tools for evaluating climate simulations prior to the
observational period (Beltrami et al., 2017; Cuesta-Valero et
al., 2019, 2016; García-García et al., 2016; González-Rouco
et al., 2006; Jaume-Santero et al., 2016; MacDougall et al.,
2010; Stevens et al., 2008), as well as for assessing proxy
data reconstructions (Beltrami et al., 2017; Jaume-Santero et
al., 2016).

Borehole reconstructions have, however, certain limita-
tions. Due to the nature of heat diffusion, temperature
changes propagated through the subsurface suffer both a
phase shift and an amplitude attenuation (Smerdon and
Stieglitz, 2006). Although subsurface temperatures contin-
uously record all changes in the ground surface energy bal-
ance, heat diffusion filters out the high frequency variations
of the surface signal with depth; thus the annual cycle is de-
tectable up to approximately 16 m of depth, while millen-
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nial changes are recorded approximately to a depth of 500 m.
Therefore, reconstructions from borehole temperature pro-
files represent changes at decadal-to-millennial timescales.
Additionally, borehole data are sparse, since the logs were
usually recorded from holes of opportunity at mining ex-
ploration sites. As a result, the majority of profiles were
measured in the Northern Hemisphere, although recent ef-
forts have been taken to increase the sampling rate in South
America (Pickler et al., 2018) and Australia (Suman et al.,
2017). Despite this uneven sampling, the spatial distribution
of borehole profiles has been able to represent the evolu-
tion of land surface conditions at global scales (Beltrami and
Bourlon, 2004; Cuesta-Valero et al., 2020; González-Rouco
et al., 2006, 2009; Pollack and Smerdon, 2004). Another fac-
tor that reduces the number of borehole profiles suitable for
climate analyses is the presence of nonclimatic signals in
the measured profiles, mainly caused by groundwater flow
and changes in the lithology of the subsurface. Therefore, all
profiles are screened before the analysis in order to remove
questionable logs. Despite all these limitations, the borehole
methodology has been shown to be reliable based on ob-
servational analyses (Bense and Kooi, 2004; Chouinard and
Mareschal, 2007; Pollack and Smerdon, 2004; Verdoya et al.,
2007) and pseudoproxy experiments (García Molinos et al.,
2016; González-Rouco et al., 2006, 2009).

4.2 Land heat content estimates

Global continental energy content has been previously esti-
mated from geothermal data retrieved from a set of quality-
controlled borehole temperature profiles. Ground heat con-
tent was estimated from heat flux histories derived from BTP
data (Beltrami, 2002b; Beltrami et al., 2002, 2006). Such re-
sults have formed part of the estimate used in AR3, AR4
and AR5 IPCC reports (see Box 3.1, chap. 3 Rhein et al.,
2013). A continental heat content estimate was inferred from
meteorological observations of surface air temperature since
the beginning of the 20th century (Huang, 2006). Neverthe-
less, all global estimates were performed nearly 2 decades
ago. Since, those days, advances in borehole methodologi-
cal techniques (Beltrami et al., 2015; Cuesta-Valero et al.,
2016; Jaume-Santero et al., 2016), the availability of addi-
tional BTP measurements and the possibility of assessing the
continental heat fluxes in the context of the FluxNet measure-
ments (Gentine et al., 2020) require a comprehensive sum-
mary of all global ground heat fluxes and continental heat
content estimates.

The first estimates of continental heat content used bore-
hole temperature versus depth profile data. However, the
dataset in those analyses included borehole temperature pro-
files of a wide range of depths, as well as different data ac-
quisition dates. That is, each borehole profile contained the
record of the accumulation of heat in the subsurface for dif-
ferent time intervals. In addition, the borehole data were an-
alyzed for a single ground surface temperature model using

a single constant value for each of the subsurface thermal
properties.

Although the thermal signals are attenuated with depth,
which may partially compensate for data shortcomings, un-
certainties were introduced in previous analyses that may
have affected the estimates of subsurface heat change. A
continental heat content change estimate was carried out us-
ing a gridded meteorological product of surface air temper-
ature by Huang (2006). Such work yielded similar values to
the estimates from geothermal data (see Table 2). This esti-
mate, however, assumed that surface air and ground temper-
atures are perfectly coupled everywhere, and it used a sin-
gle value for the thermal conductivity of the ground. Studies
have shown that the coupling of the surface air and ground
temperatures is mediated by several processes that may in-
fluence the ground surface energy balance and, therefore, the
air–ground temperature coupling (García-García et al., 2019;
Melo-Aguilar et al., 2018; Stieglitz and Smerdon, 2007). In
a novel attempt to reconcile continental heat content from
soil heat-plate data from the FluxNet network with estimates
from geothermal data and a deep bottom boundary land sur-
face model simulation, Gentine et al. (2020) obtained a much
larger magnitude from the global land heat flux than all pre-
vious estimates. Cuesta-Valero et al. (2020) has recently up-
dated the estimate of the global continental heat content us-
ing a larger borehole temperature database (1079 logs) that
includes more recent measurements and a stricter data qual-
ity control. The updated estimate of continental heat content
change also takes into account the differences in borehole
logging time and restricts the data to the same depth range for
each borehole temperature profile. Such depth range restric-
tion ensures that the subsurface accumulation of heat at all
BTP sites is synchronous. In addition to the standard method
for reconstructing heat fluxes with a single constant value for
each subsurface thermal property, Cuesta-Valero et al. (2020)
also developed a new approach that considers a range of pos-
sible subsurface thermal properties – several models, each at
a range of resolutions yielding a more realistic range of un-
certainties for the fraction of the EEI flowing into the land
subsurface.

Global land heat content estimates from FluxNet data,
geothermal data and model simulations point to a marked in-
crease in the amount of energy flowing into the ground in the
last few decades (Figs. 4, 5 and Table 2). These results are
consistent with the observations of ocean, cryosphere and at-
mospheric heat storage increases during the same time period
as well as with EEI at the top of the atmosphere.

5 Heat utilized to melt ice

The energy uptake by the cryosphere is given by the sum
of the energy uptake within each one of its components: sea
ice, the Greenland and Antarctic ice sheets, glaciers other
than those that are part of the ice sheets (“glaciers”, here-
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Table 2. Ground surface heat flux and global continental heat content. Uncertainties in parenthesis.

Reference Time Heat flux Heat content Source of
period (m W m−2) (ZJ) data

Beltrami (2002b) 1950–2000 33 7.1 Geothermal
Beltrami et al. (2002) 1950–2000 39.1 (3.5) 9.1 (0.8) Geothermal
Beltrami et al. (2002) 1900–2000 34.1 (3.4) 15.9 (1.6) Geothermal
Beltrami (2002b) 1765–2000 20.0 (2.0) 25.7 (2.6) Geothermal
Huang (2006) 1950–2000 – 6.7 Meteorological
Gentine et al. (2020) 2004–2015 240 (120) – FluxNet, geothermal, LSM
Cuesta-Valero et al. (2020) 1950–2000 70 (20) 16 (3) Geothermal
Cuesta-Valero et al. (2020) 1993–2018 129 (28) 14 (3) Geothermal
Cuesta-Valero et al. (2020) 2004–2015 136 (28) 6 (1) Geothermal

Figure 4. Global mean ground heat flux history (black line) and 95 % confidence interval (gray shadow) from BTP measurements from
Cuesta-Valero et al. (2020). Results for 1950–2000 from Beltrami et al. (2002) (green bar) are provided for comparison purposes.

after), snow, and permafrost. The basis for the heat uptake by
the cryosphere presented here is provided by a recent esti-
mate for the period 1979 to 2017 (Straneo et al., 2020). This
study concludes that heat uptake over this period is domi-
nated by the mass loss from Arctic sea ice, glaciers, and the
Greenland and Antarctic ice sheets. The contributions from
thawing permafrost and shrinking snow cover are either neg-
ligible, compared to these other components, or highly un-
certain. (Note that warming of the land in regions where per-
mafrost is present is accounted for in the land warming; how-
ever, the energy to thaw the permafrost is not.) Antarctic sea
ice shows no explicit trend over the period described here
(Parkinson, 2019). Here, we extend the estimate of Straneo
et al. (2020) backwards in time to 1960 and summarize the
method, the data and model outputs used. The reader is re-
ferred to Straneo et al. (2020) for further details.

Within each component of the cryosphere, energy uptake
is dominated by that associated with melting, including both
the latent heat uptake and the warming of the ice to its freez-
ing point. As a result, the energy uptake by each component
is directly proportional to its mass loss (Straneo et al., 2020).

For consistency with previous estimates (Ciais et al., 2013),
we use a constant latent heat of fusion of 3.34×105 J kg−1, a
specific heat capacity of 2.01×103 J/(kg ◦C) and an ice den-
sity of 920 kg m−3.

For Antarctica, we separate contributions from grounded
ice loss and floating ice loss building on recent separate esti-
mates for each. Grounded ice loss from 1992 to 2017 is based
on a recent study that reconciles mass balance estimates from
gravimetry, altimetry and input–output methods from 1992
to 2017 (Shepherd et al., 2018b). For the 1972–1991 period,
we used estimates from Rignot et al. (2019), which com-
bined modeled surface mass balance with ice discharge es-
timates from the input/output method. Floating ice loss be-
tween 1994 and 2017 is based on thinning rates and iceberg
calving fluxes estimated using new satellite altimetry recon-
structions (Adusumilli et al., 2020). For the 1960–1994 pe-
riod, we also considered mass loss from declines in Antarctic
Peninsula ice shelf extent (Cook and Vaughan, 2010) using
the methodology described in Straneo et al. (2020).

To estimate grounded ice mass loss in Greenland, we use
the Ice Sheet Mass Balance Intercomparison Exercise for the
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Figure 5. Global cumulative heat storage within continental landmasses since 1960 CE (black line) and 95 % confidence interval (gray
shadow) estimated from ground heat flux results displayed in Fig. 4. Data obtained from Cuesta-Valero et al. (2020).

time period 1992–2017 (Shepherd et al., 2019) and the dif-
ference between surface mass balance and ice discharge for
the period 1979–1991 (Mankoff et al., 2019; Mouginot et al.,
2019; Noël et al., 2018). Due to a lack of observations, from
1960–1978 we assume no mass loss. For floating ice mass
change, we collated reports of ice shelf thinning and/or col-
lapse together with observed tidewater glacier retreat (Stra-
neo et al., 2020). Based on firn modeling we assessed that
warming of Greenland’s firn has not yet contributed signifi-
cantly to its energy uptake (Ligtenberg et al., 2018; Straneo
et al., 2020).

For glaciers we combine estimates for glaciers from
the Randolph Glacier Inventory outside of Greenland and
Antarctica, based on direct and geodetic measurements
(Zemp et al., 2019), with estimates based on a glacier
model forced with an ensemble of reanalysis data (Marzeion
et al., 2015) and GRACE-based estimates (Bamber et al.,
2018). An additional contribution from uncharted glaciers
or glaciers that have already disappeared is obtained from
Parkes and Marzeion (2018). Greenland and Antarctic pe-
ripheral glaciers are derived from Zemp et al. (2019) and
Marzeion et al. (2015).

Finally, while estimates of Arctic sea ice extent exist over
the satellite record, sea ice thickness distribution measure-
ments are scarce, making it challenging to estimate volume
changes. Instead we use the Pan-Arctic Ice Ocean Model-
ing and Assimilation System (PIOMAS) (Schweiger et al.,
2011; Zhang and Rothrock, 2003) which assimilates ice
concentration and sea surface temperature data and is vali-
dated with most available thickness data (from submarines,
oceanographic moorings, and remote sensing) and against
multidecadal records constructed from satellite (for exam-
ple, Labe et al., 2018; Laxon et al., 2013; Wang et al., 2016).
A longer reconstruction using a slightly different model ver-
sion, PIOMAS-20C (Schweiger et al., 2019), is used to cover
the 1960 to 1978 period that is not covered by PIOMAS.

These reconstructions reveal that all four components con-
tributed similar amounts (between 2 and 5 ZJ) over the 1960–
2017 period, amounting to a total energy uptake by the
cryosphere of 14.7± 1.9 ZJ. Compared to earlier estimates,
and in particular the 8.83 ZJ estimate from Ciais et al. (2013),
this larger estimate is a result both of the longer period of
time considered and, also, the improved estimates of ice loss
across all components, especially the ice shelves in Antarc-
tica. Approximately half of the cryosphere’s energy uptake
is associated with the melting of grounded ice, while the re-
maining half is associated with the melting of floating ice (ice
shelves in Antarctica and Greenland, Arctic sea ice).

6 The Earth heat inventory: where does the energy
go?

The Earth has been in radiative imbalance, with less energy
exiting the top of the atmosphere than entering, since at least
about 1970, and the Earth has gained substantial energy over
the past 4 decades (Hansen, 2005; Rhein et al., 2013). Due
to the characteristics of the Earth system components, the
ocean with its large mass and high heat capacity dominates
the Earth heat inventory (Cheng et al., 2016, 2017b; Rhein et
al., 2013; von Schuckmann et al., 2016). The rest goes into
grounded and floating ice melt, as well as warming the land
and atmosphere.

In agreement with previous studies, the Earth heat inven-
tory based on most recent estimates of heat gain in the ocean
(Sect. 1), the atmosphere (Sect. 2), land (Sect. 3) and the
cryosphere (Sect. 4) shows a consistent long-term heat gain
since the 1960s (Fig. 6). Our results show a total heat gain of
358± 37 ZJ over the period 1971–2018, which is equivalent
to a heating rate of 0.47±0.1 W m−2, and it applied continu-
ously over the surface area of the Earth (5.10×1014 m2). For
comparison, the heat gain obtained in IPCC AR5 amounts
to 274± 78 ZJ and 0.4 W m−2 over the period 1971–2010
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Figure 6. Earth heat inventory (energy accumulation) in ZJ (1 ZJ = 1021 J) for the components of the Earth’s climate system relative to
1960 and from 1960 to 2018 (assuming constant cryosphere increase for the year 2018). See Sects. 1–4 for data sources. The upper ocean
(0–300 m, light blue line, and 0–700 m, light blue shading) accounts for the largest amount of heat gain, together with the intermediate
ocean (700–2000 m, blue shading) and the deep ocean below 2000 m depth (dark blue shading). Although much lower, the second largest
contributor is the storage of heat on land (orange shading), followed by the gain of heat to melt grounded and floating ice in the cryosphere
(gray shading). Due to its low heat capacity, the atmosphere (magenta shading) makes a smaller contribution. Uncertainty in the ocean
estimate also dominates the total uncertainty (dot-dashed lines derived from the standard deviations (2σ ) for the ocean, cryosphere and
land; atmospheric uncertainty is comparably small). Deep ocean (> 2000 m) is assumed to be zero before 1990 (see Sect. 1 for more
details). The dataset for the Earth heat inventory is published at the German Climate Computing Centre (DKRZ, https://www.dkrz.de/)
under the DOI https://doi.org/10.26050/WDCC/GCOS_EHI_EXP_v2. The net flux at TOA from the NASA CERES program is shown in red
(https://ceres.larc.nasa.gov/data/, last access: 7 August 2020; see also for example Loeb et al., 2012) for the period 2005–2018 to account for
the golden period of best available estimates. We obtain a total heat gain of 358± 37 ZJ over the period 1971–2018, which is equivalent to a
heating rate (i.e., the EEI) of 0.47±0.1 W m−2 applied continuously over the surface area of the Earth (5.10×1014 m2). The corresponding
EEI over the period 2010–2018 amounts to 0.87±0.12 W m−2. A weighted least square fit has been used taking into account the uncertainty
range (see also von Schuckmann and Le Traon, 2011).

(Rhein et al., 2013). In other words, our results show that
since the IPCC AR5 estimate has been performed, heat ac-
cumulation has continued at a comparable rate. The major
player in the Earth inventory is the ocean, particularly the
upper (0–700 m) and intermediate (700–2000 m) ocean lay-
ers (see also Sect. 1, Fig. 2).

Although the net flux at TOA as derived from remote sens-
ing is anchored by an estimate of global OHC (Loeb et al.,
2012), and thus does not provide a completely independent
result for the total EEI, we additionally compare net flux at
TOA with the Earth heat inventory obtained in this study
(Fig. 6). Both rates of change compare well, and we obtain

0.7±0.1 W m−2 for the remote sensing estimate at TOA and
0.8± 0.1 W m−2 for the Earth heat inventory over the period
2005–2018.

Rates of change derived from Fig. 6 are in agreement
with previously published results for the different periods
(Fig. 7). Major disagreements occur for the estimate of Bal-
maseda et al. (2013) which is obtained from an ocean re-
analysis and known to provide higher heat gain compared to
results derived strictly from observations (Meyssignac et al.,
2019). Over the last quarter of a decade this Earth heat in-
ventory reports – in agreement with previous publications
– an increased rate of Earth heat uptake reaching up to

https://doi.org/10.5194/essd-12-2013-2020 Earth Syst. Sci. Data, 12, 2013–2041, 2020



2028 K. von Schuckmann et al.: Heat stored in the Earth system

Figure 7. Overview on EEI estimates as obtained from previous publications; references are listed in the figure legend. For IPCC AR5, Rhein
et al. (2013) is used. The color bars take into account the uncertainty ranges provided in each publication, respectively. For comparison, the
estimates of our Earth heat inventory based on the results of Fig. 6 have been added (yellow lines) for the periods 1971–2018, 1993–2018
and 2010–2018, and the trends have been evaluated using a weighted least square fit (see von Schuckmann and Le Traon, 2011, for details
on the method).

0.9 W m−2 (Fig. 7). This period is also characterized with
an increase in the availability and quality of the global cli-
mate observing system, particularly for the past 2 decades.
The heat inventory as obtained in this study reveals an EEI
of 0.87± 0.12 W m−2 over the period 2010–2018 – a period
which experienced record levels of Earth surface warming
and is ranked as the warmest decade relative to the reference
period 1850–1900 (WMO, 2020). Whether this increased
rate can be attributed to an acceleration of global warm-
ing and Earth system heat uptake (e.g., Cheng et al., 2019a;
WMO, 2020; Blunden and Arndt, 2019), an induced estima-
tion bias due to the interplay between natural and anthro-
pogenically driven variability (e.g., Cazenave et al., 2014),
or underestimated uncertainties in the historical record (e.g.,
Boyer et al., 2016) needs further investigation.

The new multidisciplinary estimate obtained from a con-
certed international effort provides an updated insight in
where the heat is going from a positive EEI of 0.47±
0.1 W m−2 for the period 1971–2018. Over the period 1971–

2018 (2010–2018), 89 % (90 %) of the EEI is stored in the
global ocean, from which 52 % (52 %) is repartitioned in
the upper 700 m depth, 28 % (30 %) at intermediate layers
(700–2000 m) and 9 % (8 %) in the deep ocean layer below
2000 m depth. Atmospheric warming amounts to 1 % (2 %)
in the Earth heat inventory, the land heat gain amounts to 6 %
(5 %) and the heat uptake by the cryosphere amounts to 4 %
(3 %). These results show general agreement with previous
estimates (e.g., Rhein et al., 2013). Over the period 2010–
2018, the EEI amounts to 0.87± 0.12 W m−2, indicating a
rapid increase in EEI over the past decade. Note that a near-
global (60◦ N–60◦ S) area for the ocean heat uptake is used in
this study, which could induce a slight underestimation, and
needs further evaluation in the future (see Sect. 1). However,
a test using a single dataset (Cheng et al., 2017b) indicates
that the ocean contribution within 1960–2018 can increase
by 1 % if the full global ocean domain is used (not shown).
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7 Data availability

The time series of the Earth heat inventory
are published at DKRZ (https://www.dkrz.de/,
last access: 7 August 2020) under the DOI
https://doi.org/10.26050/WDCC/GCOS_EHI_EXP_v2
(von Schuckmann et al., 2020). The data contain an updated
international assessment of ocean warming estimates as well
as new and updated estimates of heat gain in the atmosphere,
cryosphere and land over the period 1960–2018. This
published dataset has been used to build the basis for Fig. 6
of this paper. The ocean warming estimate is based on an
international assessment of 15 different in situ data-based
ocean products as presented in Sect. 1. The new estimate
of the atmospheric heat content is fully described in Sect. 2
and is based on a combined use of atmospheric reanalyses,
multisatellite data and radiosonde records, and microwave
sounding techniques. The land heat storage time series
as presented in Sect. 3 relies on borehole data. The heat
available to account for cryosphere loss is presented in
Sect. 4 and is based on a combined use of model results
and observations to obtain estimates of major cryosphere
components such as polar ice sheets, Arctic sea ice and
glaciers.

8 Conclusions

The UN 2030 Agenda for Sustainable Development states
that climate change is “one of the greatest challenges of our
time . . . ” and warns “. . . the survival of many societies, and
of the biological support systems of the planet, is at risk”
(UNGA, 2015). The outcome document of the Rio+20 Con-
ference, The Future We Want, defines climate change as “an
inevitable and urgent global challenge with long-term im-
plications for the sustainable development of all countries”
(UNGA, 2012). The Paris Agreement builds upon the United
Nations Framework Convention on Climate Change (UN,
1992) and for the first time all nations agreed to undertake
ambitious efforts to combat climate change, with the cen-
tral aim to keep global temperature rise this century well be-
low 2 ◦C above preindustrial levels and to limit the temper-
ature increase even further to 1.5 ◦C (UN, 2015). Article 14
of the Paris Agreement requires the Conference of the Par-
ties serving as the meeting of the Parties to the Paris Agree-
ment (CMA) to periodically take stock of the implementa-
tion of the Paris Agreement and to assess collective progress
towards achieving the purpose of the agreement and its long-
term goals through the so-called global stocktake based on
best available science.

The EEI is the most critical number defining the prospects
for continued global warming and climate change (Hansen
et al., 2011; von Schuckmann et al., 2016), and we call for
an implementation of the EEI into the global stocktake. The
current positive EEI is understood to be foremost and pri-
marily a result of increasing atmospheric greenhouse gases

(IPCC, 2013), which have – according to the IPCC special re-
port on Global Warming of 1.5 ◦C – already “caused approx-
imately 1.0 ◦C of global warming above preindustrial levels,
with a likely range of 0.8 ◦C to 1.2 ◦C” (IPCC, 2018). The
IPCC special report further states with high confidence that
“global warming is likely to reach 1.5 ◦C between 2030 and
2052 if it continues to increase at the current rate”. The EEI is
the portion of the forcing that the Earth’s climate system has
not yet responded to (Hansen et al., 2005) and defines addi-
tional global warming that will occur without further change
in forcing (Hansen et al., 2017). Our results show that EEI
is not only continuing, but also increasing. Over the period
1971–2018 average EEI amounts to 0.47±0.1 W m−2, but it
amounts to 0.87± 0.12 W m−2 during 2010–2018 (Fig. 8).
Concurrently, acceleration of sea-level rise (WCRP, 2018;
Legelais et al., 2020), accelerated surface warming, record
temperatures and sea ice loss in the Arctic (Richter-Menge
et al., 2019; WMO, 2020; Blunden and Arndt, 2020) and ice
loss from the Greenland ice sheet (King et al., 2020), and
intensification of atmospheric warming near the surface and
in the troposphere (Steiner et al., 2020) have been – for ex-
ample – recently reported. To what degree these changes are
intrinsically linked needs further evaluations.

Global atmospheric CO2 concentration reached 407.38±
0.1 ppm averaged over 2018 (Friedlingstein et al., 2019)
and 409.8± 0.1 ppm in 2019 (Blunden and Arndt, 2020).
WMO (2020) reports CO2 concentrations at the Mauna Loa
measurement platform of 411.75 ppm in February 2019 and
414.11 ppm in February 2020. Stabilization of climate, the
goal of the universally agreed UNFCCC (UN, 1992) and
the Paris Agreement (UN, 2015), requires that EEI be re-
duced to approximately zero to achieve Earth’s system quasi-
equilibrium. The change of heat radiation to space for a given
greenhouse gas change can be computed accurately. The
amount of CO2 in the atmosphere would need to be reduced
from 410 to 353 ppm (i.e., a required reduction of −57±
8 ppm) to increase heat radiation to space by 0.87 W m−2,
bringing Earth back towards energy balance (Fig. 8), where
we have used the analytic formulae of Hansen et al. (2000)
for this estimation. Atmospheric CO2 was last 350 ppm in the
year 1988, and the global Earth surface temperature was then
+0.5 ◦C relative to the preindustrial period (relative to the
1880–1920 mean) (Hansen et al., 2017; Friedlingstein et al.,
2019). In principle, we could reduce other greenhouse gases
and thus require a less stringent reduction of CO2. However,
as discussed by Hansen et al. (2017), some continuing in-
crease in N2O, whose emissions are associated with food
production, seems inevitable, so there is little prospect for
much net reduction of non-CO2 greenhouse gases, and thus
the main burden for climate stabilization falls on CO2 reduc-
tion. This simple number, EEI, is the most fundamental met-
ric that the scientific community and public must be aware of
as the measure of how well the world is doing in the task of
bringing climate change under control (Fig. 8).
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Figure 8. Schematic presentation on the Earth heat inventory for the current anthropogenically driven positive Earth energy imbalance at the
top of the atmosphere (TOA). The relative partition (in %) of the Earth heat inventory presented in Fig. 6 for the different components is given
for the ocean (upper: 0–700 m, intermediate: 700–2000 m, deep: > 2000 m), land, cryosphere (grounded and floating ice) and atmosphere,
for the periods 1971–2018 and 2010–2018 (for the latter period values are provided in parentheses), as well as for the EEI. The total heat
gain (in red) over the period 1971–2018 is obtained from the Earth heat inventory as presented in Fig. 6. To reduce the 2010–2018 EEI of
0.87± 0.12 W m−2 towards zero, current atmospheric CO2 would need to be reduced by −57± 8 ppm (see text for more details).

This community effort also addresses gaps for the evolu-
tion of future observing systems for a robust and continued
assessment of the Earth heat inventory and its different com-
ponents. Immediate priorities include the maintenance and
extension of the global climate observing system to assure
a continuous monitoring of the Earth heat inventory and to
reduce the uncertainties. For the global ocean observing sys-
tem, the core Argo sampling needs to be sustained and com-
plemented by remote sensing data. Extensions such as into
the deep ocean layer need to be further fostered (Desbruyères
et al., 2017; Johnson et al., 2015), and technical develop-
ments for the measurements under ice and in shallower ar-
eas need to be sustained and extended. Moreover, continued
efforts are needed to further advance bias correction method-
ologies, uncertainty evaluations and data processing of the
historical dataset.

In order to allow for improvements on the present esti-
mates of changes in the continental heat and to ensure that the
database is continued into the future, an international, coor-
dinated effort is needed to increase the number of subsurface
temperature data from BTPs at additional locations around
the world, in particular in the Southern Hemisphere. Addi-

tionally, repeated monitoring (after a few decades) of exist-
ing boreholes should help reduce uncertainties at individual
sites. Such data should be shared through an open platform.

For the atmosphere, the continuation of operational
satellite- and ground-based observations is important, but the
foremost need is sustaining and enhancing a coherent long-
term monitoring system for the provision of climate data
records of essential climate variables. GNSS radio occulta-
tion observations and reference radiosonde stations within
the Global Climate Observing System (GCOS) Reference
Upper Air Network (GRUAN) are regarded as climate bench-
mark observations. Operational radio occultation missions
for continuous global climate observations need to be main-
tained and expanded, ensuring global coverage over all local
times, as the central node of a global climate observing sys-
tem.

For the cryosphere, sustained remote sensing for all of the
cryosphere components is key to quantifying future changes
over these vast and inaccessible regions but must be com-
plemented by in situ observations for calibration and vali-
dation. For sea ice, the albedo, the area and ice thickness
are all essential, with ice thickness being particularly chal-
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lenging to quantify with remote sensing alone. For ice sheets
and glaciers, reliable gravimetric measurements, ice thick-
ness and extent, snow/firn thickness and density are essential
to quantify changes in mass balance of grounded and float-
ing ice. We highlight Antarctic sea ice change and warming
of firn as terms that are poorly constrained or have not sig-
nificantly contributed to this assessment but may become im-
portant over the coming decades. Similarly, there exists the
possibility for rapid change associated with positive ice dy-
namical feedbacks at the marine margins of the Greenland
and Antarctic ice sheets. Sustained monitoring of each of
these components will, therefore, serve the dual purpose of
furthering the understanding of the dynamics and quantifying
the contribution to Earth’s energy budget. In addition to data
collection, open access to the data and data synthesis prod-
ucts as well as coordinated international efforts are key to the
continued monitoring of the ice loss from the cryosphere and
related energy uptake.

Sustained and improved observations to quantify Earth’s
changing energy inventory are also critical to the develop-
ment of improved physical models of the climate system,
including both data assimilation efforts that help us to un-
derstand past changes and predictions (Storto et al., 2019)
and climate models used to provide projections of future cli-
mate change (Eyring et al., 2019). For example, atmospheric
reanalyses have shown to be a valuable tool for investigat-
ing past changes in the EEI (Allan et al., 2014) and ocean
reanalyses have proven useful in estimating rates of ocean
heating on annual and subannual timescales by reducing ob-
servational noise (Trenberth et al., 2016). Furthermore, both
reanalyses and climate models can provide information to as-
sess current observing capabilities (Fujii et al., 2019) and im-
prove uncertainty estimates in the different components of
Earth’s energy inventory (Allison et al., 2019). Future prior-
ities for expanding the observing system to improve future
estimates of EEI should be cognizant of the expected evolu-
tion of the climate change signal, drawing on evidence from
observations, models and theory (Meyssignac et al., 2019;
Palmer et al., 2019).

A continuous effort to regularly update the Earth heat in-
ventory is important to quantify how much and where heat
accumulated from climate change is stored in the climate
system. The Earth heat inventory crosses multidisciplinary
boundaries and calls for the inclusion of new science knowl-
edge from the different disciplines involved, including the
evolution of climate observing systems and associated data
products, uncertainty evaluations, and processing tools. The
results provide indications that a redistribution and conver-
sion of energy in the form of heat is taking place in the dif-
ferent components of the Earth system, particularly within
the ocean, and that EEI has increased over the past decade.
The outcomes have further demonstrated how we are able
to evolve our estimates for the Earth heat inventory while
bringing together different expertise and major climate sci-
ence advancements through a concerted international effort.

All of these component estimates are at the leading edge of
climate science. Their union has provided a new and unique
insight on the inventory of heat in the Earth system, its evolu-
tion over time and a revision of the absolute values. The data
product of this effort is made available and can be thus used
for model validation purposes.

This study has demonstrated the unique value of such a
concerted international effort, and we thus call for a regu-
lar evaluation of the Earth heat inventory. This first attempt
presented here has been focused on the global area average
only, and evolving into regional heat storage and redistribu-
tion, the inclusion of various timescales (e.g., seasonal, year
to year) and other climate study tools (e.g., indirect methods,
ocean reanalyses) would be an important asset of this much
needed regular international framework for the Earth heat in-
ventory. This would also respond directly to the request of
GCOS to establish the observational requirements needed to
monitor the Earth’s cycles and the global energy budget. The
outcome of this study will therefore directly feed into GCOS’
assessment of the status of the global climate observing sys-
tem due in 2021, which is the basis for the next implemen-
tation plan. These identified observation requirements will
guide the development of the next generation of in situ and
satellite global climate observations by all national meteo-
rological services and space agencies and other oceanic and
terrestrial networks.
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From Executive Order 14008: “Tackling the Climate Crisis at Home and 
Abroad” (January 27, 2021) 

 

Mission and Work. The Climate Task Force shall facilitate the organization 
and deployment of a Government-wide approach to combat the climate 
crisis. The Task Force shall facilitate the planning and implementation of 
key Federal Actions to reduce climate pollution; increase resilience to the 
impacts of climate change; protect public health; conserve our lands, 
waters, oceans, and biodiversity; deliver environmental justice; and spur 
well-paying union jobs and economic growth. As necessary and 
appropriate, members of the Task Force will engage on these matters with 
State, local Tribal, and territorial governments; workers and communities; 
and leaders across the various sectors of our economy. 

 

Prioritizing Actions. To the extent permitted by law, Task Force members 
shall prioritize action on climate change in their policy-making and budget 
processes, in their contracting and procurement, and in their engagement 
with State, local, Tribal, and territorial governments; workers and 
communities; and leader across all the sectors of our economy.  
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www.ourchildrenstrust.org 

March 22, 2021  
 
Via Email to recipients (for whom we have email addresses; White House National Climate 
Advisor Gina McCarthy, c/o Maggie Thomas) 
 
White House National Climate Advisor Gina McCarthy 
Special Presidential Envoy for Climate John Kerry 
The White House 
1600 Pennsylvania Avenue, NW 
Washington, DC 20500  
 

Re: United States’ Nationally Determined Contribution and Best Scientific 
Standards for Protecting Children’s Fundamental Rights 

 
Dear White House National Climate Advisor Gina McCarthy, Special Presidential Envoy 
for Climate John Kerry, and Members of the National Climate Task Force, 
 
By April 22, 2021, you will release the United States Nationally Determined Contribution 
(NDC), and set US energy and climate policy for the next ten years, with implications far 
beyond 2030. We write in the interest of our Nation’s youth and posterity to petition for an 
NDC commensurate with the best available science and consistent with protecting the 
fundamental constitutional rights of children, such as children within environmental 
justice communities, including communities of color, low-income communities, and 
indigenous communities. The premier scientific experts on the planet are clear on three 
points: 

 
1. Earth energy imbalance (and more global warming) can only be stopped by 

returning the atmospheric CO2 concentration to below 350 ppm by 2100. This 
is the best scientific standard for “stabilization of greenhouse gas 
concentrations in the atmosphere at a level that would prevent dangerous 
anthropogenic interference with the climate system. . . . within a time-frame” 
sufficient to protect life and liberties, and with which to align our Nation’s 
NDC.1 

2. Current increased average temperatures of 1.1°C are already dangerous. 
Aiming for temperature targets of even more heat at 1.5°C to 2°C stokes more 
danger and is exponentially more catastrophic for our children and posterity. 

3. “Net Zero” emissions is a shell game with little accountability, detached from 
a precise standard for protection and prevention. Laws and policies, like 
NDCs, must separate emission allowances and reductions from sequestration 
efforts and measure them independent of one another.2 

 

                                                
1 UNFCCC, Art. 2. 
2 D. McLaren et al., Beyond “Net-Zero”: A Case for Separate Targets for Emissions Reduction and 
Negative Emissions, Front. Clim. (2019). 



 
 

www.ourchildrenstrust.org 2 

First, scientists state the “Earth energy imbalance (EEI) is the most critical number 
defining the prospects for continued global warming and climate change.”3 “Stabilization of 
climate . . . requires that EEI be reduced to approximately zero to achieve Earth’s system 
quasi-equilibrium.”4 The measured EEI from 2010-2018 is 0.87±0.12 Wm-2. Returning CO2 
concentrations to below 350 ppm would restore the energy balance of Earth by allowing as 
much heat to escape into space as Earth retains, an important historic balance that has 
kept our planet in the sweet spot for the past 10,000 years, supporting stable sea levels and 
coastlines, enabling productive agriculture, and allowing humans and other species to 
thrive.5 

With just 1°C of warming, glaciers in all regions of the world are melting at 
accelerating rates, as are the Greenland and Antarctic ice sheets, causing seas to rise.6 
From 1994 to 2017, the Earth lost 28 trillion tonnes of ice, with the rate of ice loss 
increasing by 57% compared to the 1990s.7 The paleo-climate record shows the last time 
atmospheric CO2 levels were over 400 ppm, the seas were 70 feet higher than they are 
today and heating consistent with CO2 concentrations as low as 450 ppm may have been 
enough to melt almost all of Antarctica.8 The last time the ice sheets were stable was when 
the atmospheric CO2 level was <350 ppm prior to 1986. Similarly, scientists believe we can 
protect marine life and prevent massive bleaching and die-off of coral reefs only by rapidly 
returning CO2 levels to below 350 ppm.9 

Second, EEI and CO2 standards should dictate emission reduction targets, leaving 
temperature and sea level rise measurements as useful indicators of whether governments 
are de- or re-stabilizing the climate system. However, the global average temperature 
increase allowance on the Earth’s surface of 1.5°C to 2°C is based on “political science,” 
backed by fossil fuel companies, not the “physical science” of climate stabilization. Scientific 
experts are clear that current levels of heating of 1.1°C above preindustrial temperatures 
are already too dangerous to sustain over time for human health, drought, extreme weather 
events and property damage, biodiversity loss, food and water shortages, and economic loss. 
The 2018 IPCC Special Report on 1.5°C said allowing a temperature rise of 1.5°C “is not 
considered ‘safe’ for most nations, communities, ecosystems, and sectors and poses 

                                                
3 Karina von Schuckmann et al., Heat Stored in the Earth System: Where Does the Energy Go?, 12 
Earth Syst. Sci. Data. 2013 (2020) (written by 38 international experts, including lead IPCC authors). 
4 Id. 
5 James Hansen, Storms of My Grandchildren 166 (2009).  
6 M. Zemp et al., Global Glacier Mass Changes and their Contributions to Sea-Level Rise from 1961-
2016, Nature (2019); B. Menounos et al., Heterogeneous Changes in Western North American Glaciers 
Linked to Decadal Variability in Zonal Wind Strength, Geophysical Research Letters (2018). 
7 T. Slater et al., Earth’s Ice Imbalance, 15 The Cryosphere 233 (2021). 
8 James E. Hansen, Declaration in Support of Plaintiffs, Juliana v. United States, No. 6:15-cv-01517-
TC, 14 (D. Or. Aug. 12, 2015); IPCC, Chapter 6.3.2, What Does the Record of the Mid-Pliocene Show?, 
in Climate Change 2007: The Physical Science Basis (2007); Dowsett & Cronin, High Eustatic Sea 
Level During the Middle Pliocene: Evidence from the Southeastern U.S. Atlantic Coastal Plain, Geology 
(1990); N.J. Shackleton et al., Pliocene Stable Isotope Stratigraphy of Site 846, Proceedings of the 
Ocean Drilling Program, Scientific Results (1995); see also James Hansen et al., Ice Melt, Sea Level 
Rise and Superstorms; Evidence from Paleoclimate Data, Climate Modeling, and Modern Observations 
that 2 °C Global Warming Could be Dangerous, 16 Atmos. Chem. & Phys. 3761 (2016). 
9 J. Veron et al., The Coral Reef Crisis: The Critical Importance of <350 ppm CO2, 58 Marine Pollution 
Bulletin 1428 (2009). 
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significant risks to natural and human systems as compared to current warming of 1°C 
(high confidence).”10 Simply put—more heat is deadly. 

Third, the politically popular concept of “net zero” allows governments to zero out a 
percentage of ongoing CO2 emissions by counting them as “sequestered” through removal 
processes, such as biogenic or natural sequestration in terrestrial carbon sinks (called the 
LULUCF sector), leaving a smaller amount of source “net emissions” to be reduced. 
However, in order to align emissions and sequestration with a <350 ppm standard, carbon 
removed through natural sequestration in sinks must be counted separately and used to 
draw down the excess CO2 already in the atmosphere from cumulative US historic 
emissions, not to provide a negative credit or offset for ongoing and new US emissions. 
Indeed, all gross US emissions, not only net emissions, need to be swiftly reduced 
to near zero (not net zero) by 2050. Three countries that set NDCs in 2020 all tier their 
emission reduction commitments by 2030 to “net emissions” without specifying the precise 
percentage of actual gross emissions that will cease. If the US takes that same approach, it 
will authorize ongoing emissions at levels with dangerous consequences for children and 
future generations. According to Net Zero America, which was funded in part by BP and 
ExxonMobil, there are several “net zero by 2050” scenarios that allow the US to continue 
high levels of oil and gas production for domestic consumption and exports, policies that are 
plainly incompatible with climate stabilization and correcting EEI.  

US energy and climate policy should set emission levels consistent with a 
350 ppm standard. It is scientifically defensible and technically and economically feasible 
to reduce total US emissions by 80% by 2030 and 96-100% by 2050 while simultaneously 
enhancing biogenic sequestration capacity of sinks and separately accounting for sinks as a 
drawdown of US historic cumulative CO2 emissions.11 Both are vital. By linking US 
emission reductions to “net emissions” you would authorize ~12% of US emissions to 
continue in perpetuity, leaving only ~88% to be addressed.12 As the capacity of sinks for 
sequestration improve, this policy would allow even higher levels of ongoing emissions, 
without addressing the issue of excess atmospheric CO2 that must be drawn down to 
restore EEI and prevent multi-meter sea level rise. There is no scientific basis for doing 
this, when the Nation’s sequestration capacity in sinks must be counted toward carbon 
drawdown from cumulative historic CO2 emissions, not ongoing and new annual emissions.  

According to the 2019 draft US inventory, total gross US greenhouse gas emissions 
were 6,577.2 million metric tons of carbon dioxide equivalent (MMT CO2e).13 An 80% 
                                                
10 J. Roy et al., Sustainable Development, Poverty Eradication and Reducing Inequalities, in Global 
Warming of 1.5°C. An IPCC Special Report on the impacts of global warming of 1.5°C above pre-
industrial levels and related global greenhouse gas emission pathways, in the context of strengthening 
the global response to the threat of climate change, sustainable development, and efforts to eradicate 
poverty, at 447 (2018) (emphasis added); see also James Hansen et al., Assessing “Dangerous Climate 
Change”: Required Reduction of Carbon Emissions to Protect Young People, Future Generations and 
Nature, 8 PLOS ONE e81648 (2013). 
11 Mark Jacobson et al., 100% Clean and Renewable Wind, Water, and Sunlight (WWS) All-Sector 
Energy Roadmaps for the 50 United States, Energy & Environ Sci (2015); B. Haley et al., 350 ppm 
Pathways for the United States (2019); James Williams et al., Carbon-Neutral Pathways for the United 
States, 2 AGU Advances e2020AV000284 (2021) 
12 In 2019, US net emissions (5,788.3 MMT CO2e) were 88% of total emissions (6,577.2 MMT CO2e). 
US EPA, Draft Inventory of U.S. Greenhouse Gas Emissions and Sinks 1990-2018, ES-9 (2021). 
13 US EPA, Draft Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2019, ES-4 
(2021). Emissions from Wood Biomass, Ethanol, and Biodiesel Consumption are not included in this 
number. Id. ES-9, fn. A. 
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reduction in total U.S. emissions would result in gross emission levels of 1,315.4 MMT CO2e 
by 2030. In 2019, “[t]he primary greenhouse gas emitted by human activities in the United 
States was CO2, representing approximately 80.2 percent of total greenhouse gas emissions. 
The largest source of CO2, and of overall greenhouse gas emissions, was fossil fuel 
combustion [primarily from transportation and power generation].”14 

Separately, the US should commit to increase terrestrial sequestration in carbon 
sinks by up to 50% by improving land management policies and practices to increase actual 
carbon sink sequestration from 2019 levels of 788.9 MMT CO2e, which is a decline in 
sequestration from 1990 at 900.8 MMT CO2e. US sinks have capacity to sequester ~414 
MMT CO2 more per year than current stocks.15 The NDC should commit to a 2030 target of 
increasing existing terrestrial carbon removal sequestration by at least 25% and up to 50%.  

As National Climate Advisor McCarthy said, “Right now we are robbing young 
people of their future.” Any NDC that aligns with 1.5°C or 2°C, or a misleading “net zero” 
emissions allowance not aligned with a <350 ppm standard, will continue to rob children of 
their future and be subject to challenge in our courts. This is the moment to align human 
laws and policies with nature’s laws and protect our children from the climate crisis as 
Executive Order 14008 and the Constitution require. There is simply no more time for 
delay. The solutions are at hand. 

We represent the youth of America from all communities on the climate crisis, and 
we respectfully request your attention on the science to ensure that your policies conform 
thereto. 

 
Sincerely, 
/s/ 
Julia Olson 
Executive Director and Chief Legal Counsel 
 
Andrea Rodgers 
Senior Litigation Attorney 
 
Liz Lee 
Government Affairs Attorney 
 
Nate Bellinger 
Staff Attorney 
 
Philip Gregory 
Of Counsel 
 
Our Children’s Trust 

  
Our Children’s Trust is the world’s only nonprofit public interest law firm that provides 
strategic, campaign-based legal services to youth from diverse backgrounds to secure their 
legal rights to a safe climate, including the 21 youth plaintiffs in Juliana v. United States. 
                                                
14 US EPA, Draft Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2019, ES-9. 
15 Expert Report of G. Philip Robertson, Juliana v. United States, No. 6:15-cv-01517-TC (D. Or. Aug. 
12, 2015); J.E. Fargione et al., Negative Emission Technologies and Reliable Sequestration: A Research 
Agenda, National Academies of Sciences, Engineering, and Medicine, Chapter 3 (2019). 



 
 

www.ourchildrenstrust.org 5 

cc: 
Members of the National Climate Task Force 
Janet Yellen, Secretary of the Treasury 
Lloyd Austin, Secretary of Defense 
Merrick Garland, Attorney General 
Deb Haaland, Secretary of the Interior 
Tom Vilsack, Secretary of Agriculture 
Gina Raimondo, Secretary of Commerce 
Miguel Cardona, Secretary of Education 
Al Stewart, Acting Secretary of Labor 
Xavier Becerra, Secretary of Health and Human Services 
Marcia Fudge, Secretary of Housing and Urban Development 
Pete Buttigieg, Secretary of Transportation 
Jennifer Granholm, Secretary of Energy 
Alejandro Mayorkas, Secretary of Homeland Security 
Katy Kale, Acting Administrator of General Services 
Matt Lee-Ashley, Acting Chair of the Council on Environmental Quality 
Michael Regan, Administrator of the Environmental Protection Agency 
Steve Jurczyk, Acting Administrator of the National Aeronautics and Space Administration 
Rob Fairweather, Acting Director of the Office of Management and Budget 
Kei Koizumi, Acting Director of the Office of Science and Technology Policy 
Susan Rice, Assistant to the President for Domestic Policy 
Jake Sullivan, Assistant to the President for National Security Affairs 
Elizabeth Sherwood-Randall, Assistant to the President for Homeland Security and 

Counterterrorism 
Brian Deese, Assistant to the President for Economic Policy 
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estimated costs of USD 89–535 trillion this century and also have large risks and uncertain feasibility. Continued
high fossil fuel emissions unarguably sentences young people to either a massive, implausible cleanup or growing
deleterious climate impacts or both.

1 Introduction

The United Nations 1992 Framework Convention on Cli-
mate Change (United Nations, 1992) stated its objective as
“stabilization of GHG concentrations in the atmosphere at
a level that would prevent dangerous anthropogenic inter-
ference with the climate system”. The 15th Conference of
the Parties (Copenhagen Accord, 2009) concluded that this
objective required a goal to “reduce global emissions so as
to hold the increase of global temperature below 2 ◦C”. The
21st Conference of the Parties (Paris Agreement, 2015), cur-
rently ratified by 148 nations, aims to strengthen the global
response to the climate change threat by “[h]olding the in-
crease in the global average temperature to well below 2 ◦C
above the pre-industrial levels and pursuing efforts to limit
the temperature increase to 1.5 ◦C above the pre-industrial
levels”.

Global surface temperature has many merits as the prin-
cipal metric for climate change, but additional metrics, such
as atmospheric CO2 amount and Earth’s energy imbalance,
help refine targets for avoiding dangerous human-made cli-
mate change. Paleoclimate data and observations of Earth’s
present energy imbalance led Hansen et al. (2008, 2013a,
2016) to recommend reducing CO2 to less than 350 ppm,
with the understanding that this target must be adjusted as
CO2 declines and empirical data accumulate. The 350 ppm
CO2 target is moderately stricter than the 1.5 ◦C warm-
ing target. The near-planetary energy balance anticipated at
350 ppm CO2 implies a global temperature close to recent
values, i.e., about +1 ◦C relative to preindustrial.

We advocate pursuit of this goal within a century to limit
the period with global temperature above that of the cur-
rent interglacial period, the Holocene.1 Limiting the period
and magnitude of temperature excursion above the Holocene
range is crucial to avoid strong stimulation of slow feed-
backs. Slow feedbacks include ice sheet disintegration and
thus sea level rise, which is probably the most threatening
climate impact, and release of greenhouse gases (GHGs) via
such mechanisms as thawing tundra and loss of soil carbon.
Holocene climate stability allowed sea level to be stable for
the past several millennia (Kopp et al., 2016) as civilizations
developed. But there is now a danger that temperature rises
so far above the Holocene range that slow feedbacks are ac-
tivated to a degree that continuing climate change will be out

1By Holocene we refer to the preindustrial portion of the present
interglacial period. As we will show, the rapid warming of the
past century has brought temperature above the range in the prior
11 700 years of the Holocene.

of humanity’s control. Both the 1.5 ◦C and 350 ppm targets
require rapid phasedown of fossil fuel emissions.

Today, global fossil fuel emissions continue at rates that
make these targets increasingly improbable (Fig. 1 and Ap-
pendix A1). On a per capita historical basis the US is 10
times more accountable than China and 25 times more ac-
countable than India for the increase in atmospheric CO2
above its preindustrial level (Hansen and Sato, 2016). In re-
sponse, a lawsuit (Juliana et al. vs. United States, 2016,
hereafter J. et al. vs. US, 2016) was filed against the United
States asking the US District Court, District of Oregon, to
require the US government to produce a plan to rapidly re-
duce emissions. The suit requests that the plan reduce emis-
sions at the 6 % yr−1 rate that Hansen et al. (2013a) es-
timated as the requirement for lowering atmospheric CO2
to a level of 350 ppm. At a hearing in Eugene Oregon on
9 March 2016 the United States and three interveners (Amer-
ican Petroleum Institute, National Association of Manufac-
turers, and the American Fuels and Petrochemical Associa-
tion) asked the court to dismiss the case, in part based on the
argument that the requested rate of fossil fuel emissions re-
duction was beyond the court’s authority. Magistrate Judge
Coffin stated that he found “the remedies aspect of the plain-
tiff’s complaint [to be] troublesome”, in part because it in-
volves “a separation of powers issue”. But he also noted that
some of the alleged climate change consequences, if accu-
rate, could be considered “beyond the pale”, and he rejected
the motion to dismiss the case. Judge Coffin’s ruling was
certified, as required, by a second judge (Aiken, 2016) on
9 September 2016, and, barring a settlement that would be
overseen by the court, the case is expected to proceed to
trial in late 2017. It can be anticipated that the plausibility
of achieving the emission reductions needed to stabilize cli-
mate will be a central issue at the remedy stage of the trial.

Urgency of initiating emissions reductions is well rec-
ognized (IPCC, 2013, 2014; Huntingford et al., 2012;
Friedlingstein et al., 2014; Rogelj et al., 2016a) and was
stressed in the paper (Hansen et al., 2013a) used in support
of the lawsuit J. et al. vs. US (2016). It is also recognized
that the goal to keep global warming less than 1.5 ◦C likely
requires negative net CO2 emissions later this century if high
global emissions continue in the near term (Fuss et al., 2014;
Anderson, 2015; Rogelj et al., 2015; Sanderson et al., 2016).
The Intergovernmental Panel on Climate Change (IPCC) re-
ports (IPCC, 2013, 2014) do not address environmental and
ecological feasibility and impacts of large-scale CO2 re-
moval, but recent studies (Smith et al., 2016; Williamson,
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of the associated global temperature change, allow empiri-
cal assessment of the fast-feedback climate sensitivity. The
central result agrees well with the model-based climate sen-
sitivity estimate of 3 ◦C for 2×CO2 (Rohling et al., 2012b),
with an uncertainty that is arguably 1 ◦C or less (Hansen et
al., 2013b).

The ocean has great heat capacity (thermal inertia), so it
takes decades to centuries for Earth’s surface temperature to
achieve most of its fast-feedback response to a change in
climate forcing (Hansen et al., 1985). Thus, Earth has only
partly responded to the human-made increase in GHGs in the
air today, the planet must be out of energy balance with the
planet gaining energy (via reduced heat radiation to space),
and more global warming is “in the pipeline”.

A useful check on understanding of ongoing climate
change is provided by the consistency of the net cli-
mate forcing (Fig. 4), Earth’s energy imbalance, observed
global warming, and climate sensitivity. Observed warm-
ing since 1880–1920 is 1.05 ◦C9 based on the linear fit
to the 132-month running mean (Fig. 2b), which lim-
its bias from short-term oscillations. Global warming be-
tween 1700 and 1800 as well as 1880 and 1920 was
∼ 0.1 ◦C (Abram et al., 2016; Hawkins et al., 2017; Mar-
cott et al., 2013), so 1750–2015 warming is ∼ 1.15 ◦C.
Taking climate sensitivity as 0.75 ◦C (W m−2)−1 forcing,
global warming of 1.15 ◦C implies that 1.55 W m−2 of the
total 2.5 W m−2 forcing has been “used up” to cause ob-
served warming. Thus, 0.95 W m−2 forcing should remain
to be responded to – i.e., the expected planetary energy
imbalance is 0.95 W m−2, which is reasonably consistent
with the observed 0.75± 0.25 W m−2. If we instead take
the aerosol+ surface albedo forcing as −1.5 W m−2, as es-
timated by Hansen et al. (2005), the net climate forcing is
2.2 W m−2 and the forcing not responded to is 0.65 W m−2,
which is also within the observational error of Earth’s energy
imbalance.

4.2 Slow climate feedbacks

Large glacial-to-interglacial climate oscillations occur on
timescales of tens and hundreds of thousands of years, with
atmospheric CO2 amount and the size of ice sheets (and
thus sea level) changing almost synchronously on these
timescales (Masson-Delmotte et al., 2013). It is readily ap-
parent that these climate cycles are due to small changes in
Earth’s orbit and the tilt of its spin axis, which alter the geo-
graphical and seasonal distribution of sunlight striking Earth.

9The IPCC (2013; p. 37 of Technical Summary) estimate of
warming for 1880–2012 is 0.85 ◦C (range 0.65 to 1.06 ◦C). While
within that range, our value is higher because (1) use of 4-year
longer period, (2) warming in the past few years eliminates the ef-
fect on the 1970–present trend from a seeming 1998–2012 warming
hiatus, and (3) the GISTEMP analysis has greater coverage of the
large Arctic warming than the other analyses (Fig. TS.2, p. 39 of
IPCC, 2013).

The large climate response is a result of two amplifying feed-
backs: (1) atmospheric GHGs (mainly CO2 but accompanied
by CH4 and N2O), which increase as Earth warms and de-
crease as it cools (Ciais et al., 2013), thus amplifying the
temperature change, and (2) the size of ice sheets, which
shrink as Earth warms and grow as it cools, thus changing the
amount of absorbed sunlight in the sense that also amplifies
the climate change. For example, 20 000 years ago most of
Canada and parts of the US were covered by an ice sheet, and
sea level was about 130 m (∼ 400 ft) lower than today. Global
warming of∼ 5 ◦C between the last glacial maximum and the
Holocene (Masson-Delmotte et al., 2013) is accounted for al-
most entirely by radiative forcing caused by decrease in ice
sheet area and increase in GHGs (Lorius et al., 1990; Hansen
et al., 2007).

The glacial–interglacial timescale is set by the timescale
of the weak orbital forcings. Before addressing the crucial
issue of the inherent timescale of slow feedbacks, we need to
say more about the two dominant slow feedbacks, described
above as ice sheets and GHGs.

The ice sheet feedback works mainly via the albedo (re-
flectivity) effect. A shrinking ice sheet exposes darker ground
and warming darkens the ice surface by increasing the area
and period with wet ice, thus increasing the ice grain size and
increasing the surface concentration of light-absorbing impu-
rities (Tedesco et al., 2016). The ice albedo effect is supple-
mented by a change in surface albedo in ice-free regions due
to vegetation changes. This vegetation albedo effect provides
a significant amplification of warming as Earth’s temperature
increases from its present climate state, because dark forests
tend to replace tundra or sparse low-level vegetation in large
areas of Eurasia and North America (Lunt et al., 2010).

The GHG feedback on glacial–interglacial timescales is
75–80 % from CO2 change; N2O and CH4 account for 20–
25 % (Lorius et al., 1990; Hansen et al., 2007; Masson-
Delmotte et al., 2013). In simple terms, the ocean and land
release more of these gases as the planet becomes warmer.
Mechanisms that control GHG release as Earth warms, and
GHG drawdown as Earth cools, are complex, including many
processes that affect the distribution of carbon, among the
ocean, atmosphere, and biosphere (Yu et al., 2016; Ciais
et al., 2013, and references therein). Release of carbon
from methane hydrates and permafrost contributed to climate
change in past warm periods (Zachos et al., 2008; DeConto
et al., 2012) and potentially could have a significant effect in
the future (O’Connor et al., 2010; Schädel et al., 2016).

Paleoclimate data help assess the possible timescale for
ice sheet change. Ice sheet size, judged from sea level,
varies almost synchronously with temperature for the tem-
poral resolution available in paleoclimate records, but Grant
et al. (2012) find that sea level change lags temperature
change by 1–4 centuries. Paleoclimate forcing, however, is
both weak and very slow, changing on millennial timescales.
Hansen (2005, 2007) argues on heuristic grounds that the
much faster and stronger human-made climate forcing pro-
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quantities such as climate sensitivity. If these estimates are
accurate, actual temperature should have about equal chances
of falling higher or lower than the calculated value. Important
uncertainties in projections of future climate change include
climate sensitivity, the effects of ocean mixing and dynam-
ics on the climate response function discussed below, and
aerosol climate forcing. We provide all defining data so that
others can easily repeat calculations with alternative choices.

One clarification is important for our present paper.
The climate calculations in this section include only fast-
feedbacks, which is also true for most climate simulations by
the scientific community for IPCC (2013). This is not a lim-
itation for the past, i.e., for the period 1850–present, because
we employ measured GHG changes, which include any GHG
change due to slow feedbacks. Also, we know that ice sheets
did not change significantly in size in that period; there may
have been some change in Greenland’s albedo and expansion
of forests in the Northern Hemisphere (Pearson et al., 2013),
but those feedbacks so far have only a small global effect.
However, this limitation to fast feedbacks may soon become
important; it is only in the past few decades that global tem-
perature rose above the prior Holocene range and only in the
past 2 years that it shot far above that range. This limitation
must be borne in mind when we consider the role of slow
feedbacks in establishing the dangerous level of warming.

We calculate global temperature change T at time t in
response to any climate forcing scenario using the Green’s
function (Hansen, 2008)

T (t)=

t∫
1850

R(t − t ′)[dF (t ′)/dt ′]dt ′+Fv×R(t − 1850), (1)

where R(t ′) is the product of equilibrium global climate sen-
sitivity and the dimensionless climate response function (per-
cent of equilibrium response), dF (t ′)/dt ′ is the annual in-
crement of the net forcing, and Fv is the negative of the
average volcanic aerosol forcing during the few centuries
preceding 1850. Fv×R(t) is a small correction term that
prevents average volcanic aerosol activity from causing a
long-term cooling – i.e., it accounts for the fact that the
ocean in 1850 was slightly cooled by prior volcanoes. We
take Fv= 0.3 W m−2, the average stratospheric aerosol forc-
ing for 1850–2015. The assumed-constant pre-1850 volcanic
aerosols caused a constant cooling up to 1850, which gradu-
ally decreases to zero after 1850 and is replaced by post-1850
time-dependent volcanic cooling; note that T (1850)= 0 ◦C.
We use the “intermediate” response function in Fig. 5 of
Hansen et al. (2011), which gives good agreement with
Earth’s measured energy imbalance. The response function
is 0.15, 0.55, 0.75 and 1 at years 1, 10, 100 and 2000 with
these values connected linearly in log (year). This defined re-
sponse function allows our results to be exactly reproduced,
or altered with alternative choices for climate forcings, cli-
mate sensitivity and response function. Forcings that we use
are tabulated in Appendix A10.

We use equilibrium fast-feedback climate sensitivity
0.75 ◦C (W m−2)−1 (3 ◦C for 2×CO2). This is consistent
with climate models (Collins et al., 2013: Flato et al., 2013)
and paleoclimate evidence (Rohling et al., 2012a; Masson-
Delmotte et al., 2013; Bindoff and Stott, 2013). We use
RCP6.0 for the non-CO2 GHGs.

We take tropospheric aerosol plus surface albedo forcing
as −1.2 W m−2 in 2015, presuming the aerosol and albedo
contributions to be −1 and −0.2 W m−2, respectively. We
assume a small increase this century as global population
rises and increasing aerosol emission controls in emerging
economies tend to be offset by increasing development else-
where, so aerosol+ surface forcing is −1.5 W m−2 in 2100.
The temporal shape of the historic aerosol forcing curve (Ta-
ble A10) is from Hansen et al. (2011), which in turn was
based on the Novakov et al. (2003) analysis of how aerosol
emissions have changed with technology change.

Historic stratospheric aerosol data (Table A10, annual ver-
sion), an update of Sato et al. (1993), include moderate
21st century aerosol amounts (Bourassa et al., 2012). Fu-
ture aerosols, for realistic variability, include three volcanic
eruptions in the rest of this century with properties of the
historic Agung, El Chichón and Pinatubo eruptions, plus
a background stratospheric aerosol forcing of −0.1 W m−2.
This leads to mean stratospheric aerosol climate forcing of
−0.3 W m−2 for remainder of the 21st century, similar to
the mean stratospheric aerosol forcing for 1850–2015 (Ta-
ble A10). Reconstruction of historical solar forcing (Cod-
dington et al., 2016; Kopp et al., 2016), based on data in
Fig. A11, is extended with an 11-year cycle.

Individual and net climate forcings for the several fossil
fuel emission reduction rates are shown in Fig. 11a and c.
Scenarios with linearly growing CO2 extraction at rates re-
quired to yield 350 or 450 ppm airborne CO2 in 2100 are in
Fig. 11b and d. These forcings and the assumed climate re-
sponse function define expected global temperature for the
entire industrial era considered here (Fig. 12). We extended
the global temperature calculations from 2100 to 2200 by
continuing the % yr−1 change in CO2 emissions. In the cases
with CO2 extraction we kept the GHG climate forcing fixed
in the 22nd century, which meant that large CO2 extraction
continued in cases with continuing high emissions; for exam-
ple, the case with constant emissions that required extraction
of 695 PgC during 2020–2100 required further extraction of
∼ 900 PgC during 2100–2200. Even the cases with annual
emission reductions −6 and −3 % yr−1 required small ex-
tractions to compensate for back-flux of CO2 from the ocean
that accumulated there historically.

A stark summary of alternative futures emerges from
Fig. 12a. If emissions grow 2 % yr−1, modestly slower
than the 2.6 % yr−1 growth of 2000–2015, warming reaches
∼ 4 ◦C by 2100. Warming is about 2 ◦C if emissions are con-
stant until 2100. Furthermore, both scenarios launch.

Earth onto a course of more dramatic change well beyond
the initial 2–3 ◦C global warming, because (1) warming con-
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perature back into the Holocene range. That goal preferably
should be achieved on the timescale of a century or less,
because paleoclimate evidence indicates that the response
time of sea level to climate change is 1–4 centuries (Grant
et al., 2012, 2014) for natural climate change, and if any-
thing the response should be faster to a stronger, more rapid
human-made climate forcing. The scenarios that reduce CO2
to 350 ppm succeed in getting temperature back close to the
Holocene maximum by 2100 (Fig. 12b), but they require ex-
tractions of atmospheric CO2 that range from 153 PgC in the
scenario with 6 % yr−1 emission reductions to 1630 PgC in
the scenario with +2 % yr−1 emission growth.

Scenarios ranging from constant emissions to +2 % yr−1

emissions growth can be made to yield 450 ppm in 2100 via
extraction of 339–1270 PgC from the atmosphere (Fig. 10b).
However, these scenarios still yield warming more than
1.5 ◦C above the preindustrial level (more than 1 ◦C above
the early Holocene maximum). Consequences of such warm-
ing and the plausibility of extracting such huge amounts of
atmospheric CO2 are considered below.

9 CO2 extraction: estimated cost and alternatives

Extraction of CO2 from the air, also called negative emis-
sions or carbon dioxide removal (CDR), is required if
large, long-term excursion of global temperature above its
Holocene range is to be averted, as shown above. In estimat-
ing the cost and plausibility of CO2 extraction we distinguish
between (1) carbon extracted from the air by improved agri-
cultural and forestry practices, and (2) additional “technolog-
ical extraction” by intensive negative emission technologies.

We assume that improved practices will aim at optimizing
agricultural and forest carbon uptake via relatively natural
approaches, compatible with the land delivering a range of
ecosystem services (Smith, 2016; Smith et al., 2016). In con-
trast, proposed technological extraction and storage of CO2
generally does not have co-benefits and remains unproven
at relevant scales (NAS, 2015a). Improved practices have
local benefits in agricultural yields and forest products and
services (Smith et al., 2016), which may help minimize net
costs. The intended nationally determined contributions (IN-
DCs) submitted by 189 countries include carbon drawdown
through land use plans (United Nations, 2016) with aggre-
gate removal rate of ∼ 2 PgCO2 yr−1 (∼ 0.55 PgC yr−1) af-
ter 2020. These targets are not the maximum possible draw-
down, as they are only about a third of amounts Smith (2016)
estimated as “realistic”.

Developed countries recognize a financial obligation to
less developed countries that have done little to cause cli-
mate change (Paris Agreement 2015).11 We suggest that
at least part of developed country support should be chan-

11Another conceivable source of financial support for CO2 draw-
down might be legal settlements with fossil fuel companies, analo-
gous to penalties that courts have imposed on tobacco companies,

neled through agricultural and forestry programs, with con-
tinual evaluation and adjustment to reward and encourage
progress (Bustamante et al., 2014). Efforts to minimize non-
CO2 GHGs can be included in the improved practices pro-
gram.

Here, we do not estimate the cost of CO2 extraction
obtained via the “improved agricultural and forestry prac-
tices”,12 because that would be difficult given the range of
activities it is likely to entail, and because it is not neces-
sary for reaching the conclusion that total CO2 extraction
costs will be high due to the remaining requirements for tech-
nological extraction. However, we do estimate the potential
magnitude of CO2 extraction that might be achievable via
such improved practices, as that is needed to quantify the re-
quired amount of “technological extraction” of CO2. Finally,
we compare costs of extraction with estimated costs of mit-
igation measures that could limit the magnitude of required
extraction, while admitting that there is large uncertainty in
both extraction and mitigation cost estimates.

9.1 Estimated cost of CO2 extraction

Hansen et al. (2013a) suggested a goal of 100 PgC extrac-
tion in the 21st century, which would be almost as large as
estimated net emissions from historic deforestation and land
use (Ciais et al., 2013). Hansen et al. (2013a) assumed that
100 PgC was about as much as could be achieved via rel-
atively natural reforestation and afforestation (Canadell and
Raupach, 2008) and improved agricultural practices that in-
crease soil carbon (Smith, 2016).

Here we first reexamine whether a concerted global effort
on carbon storage in forests and soil might have potential
to provide a carbon sink substantially larger than 100 PgC
this century. Smith et al. (2016) estimate that reforestation
and afforestation together have carbon storage potential of
about 1.1 PgC yr−1. However, as forests mature, their uptake
of atmospheric carbon decreases (termed “sink saturation”),
thereby limiting CO2 drawdown. Taking 50 years as the av-
erage time for tropical, temperate and boreal trees to experi-
ence sink saturation yields 55 PgC as the potential storage in
forests this century.

but with the funds directed to the international “improved practices”
programs.

12A comment is in order about the relation of “improved agri-
cultural and forestry practices” with an increased role of biofuels
in climate mitigation. Agriculture, forestry and other land use have
potential for important contributions to climate change mitigation
(Smith et al., 2014). However, first-generation biofuel production
and use (which is usually based on edible portions of feedstocks,
such as starch) is not inherently carbon-neutral; indeed, it is likely
carbon-positive, as has been illustrated in specific quantitative anal-
yses for corn ethanol in the United States (Searchinger et al., 2008;
DeCicco et al., 2016). The need for caution regarding the role of
biofuels in climate mitigation is discussed by Smith et al. (2014).
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Smith (2016) shows that soil carbon sequestration and soil
amendment with biochar compare favorably with other nega-
tive emission technologies with less impact on land use, wa-
ter use, nutrients, surface albedo, and energy requirements,
but understanding of and literature on biochar are limited
(NAS, 2015a). Smith (2016) estimates that soil carbon se-
questration has potential to store 0.7 PgC yr−1. However, as
with carbon storage in forest, there is a saturation effect. A
commonly used 20-year saturation time (IPCC, 2006) would
yield 14 PgC soil carbon storage, while an optimistic 50-year
saturation time would yield 35 PgC. Use of biochar to im-
prove soil fertility provides additional carbon storage of up to
0.7–1.8 PgC yr−1 (Woolf et al., 2010; Smith, 2016). Larger
industrial-scale biochar carbon storage is conceivable, but
belongs in the category of intensive negative emission tech-
nologies, discussed below, whose environmental impacts and
costs require scrutiny. We conclude that 100 PgC is an appro-
priate ambitious estimate for potential carbon extraction via
a concerted global-scale effort to improve agricultural and
forestry practices with carbon drawdown as a prime objec-
tive.

Intensive negative emission technologies that could yield
greater CO2 extraction include (1) burning of biofuels, most
commonly at power plants, with capture and sequestration of
resulting CO2 (Creutzig et al., 2015), and (2) direct air cap-
ture of CO2 and sequestration (Keith, 2009; NAS, 2015a),
and (3) grinding and spreading of minerals such as olivine
to enhance geological weathering (Taylor et al., 2016). How-
ever, energy, land and water requirements of these technolo-
gies impose economic and biophysical limits on CO2 extrac-
tion (Smith et al., 2016).

The popular concept of bioenergy with carbon capture and
storage (BECCS) requires large areas and high fertilizer and
water use, and may compete with other vital land use such as
agriculture (Smith, 2016). Costs estimates are ∼USD 150–
350 (tC)−1 for crop-based BECCS (Smith et al., 2016).

Direct air capture has more limited area and water needs
than BECCS and no fertilizer requirement, but it has high
energy use, has not been demonstrated at scale, and cost esti-
mates exceed those of BECCS (Socolow et al., 2011; Smith
et al., 2016). Keith et al. (2006) have argued that, with strong
research and development support and industrial-scale pilot
projects sustained over decades, it may be possible to achieve
costs ∼USD 200 (tC)−1, thus comparable to BECCS costs;
however, other assessments are higher, reaching USD 1400–
3700 (tC)−1 (NAS, 2015a).

Enhanced weathering via soil amendment with crushed
silicate rock is a candidate negative emission technology that
also limits coastal ocean acidification as chemical products
liberated by weathering increase land–ocean alkalinity flux
(Kohler et al., 2010; Taylor et al., 2016). If two-thirds of
global croplands were amended with basalt dust, as much
as 1–3 PgC yr−1 might be extracted, depending on appli-
cation rate (Taylor et al., 2016), but energy costs of min-
ing, grinding and spreading likely reduce this by 10–25 %

(Moosdorf et al., 2014). Such large-scale enhanced weath-
ering is speculative, but potential co-benefits for temperate
and tropical agroecosystems could affect its practicality, and
may put some enhanced weathering into the category of im-
proved agricultural and forestry practices. Benefits include
crop fertilization that increases yield and reduces use and
cost of other fertilizers, increasing crop protection from in-
sect herbivores and pathogens thus decreasing pesticide use
and cost, neutralizing soil acidification to improve yield, and
suppression of GHG (N2O and CO2) emissions from soils
(Edwards et al., 2017; Kantola et al., 2017). Against these
benefits, we note potential negative impacts of air and water
pollution caused by the mining, including downstream envi-
ronmental consequences if silicates are washed into rivers
and the ocean, causing increased turbidity, sedimentation,
and pH, with unknown impacts on biodiversity (Edwards et
al., 2017). Cost of enhanced weathering might be reduced
by deployment with reforestation and afforestation and with
crops used for BECCS; this could significantly enhance the
combined carbon sequestration potential of these methods.

For cost estimates, we first consider restoration of airborne
CO2 to 350 ppm in 2100 (Fig. 10b), which would keep global
warming below 1.5 ◦C and bring global temperature back
close to the Holocene maximum by the end of the century
(Fig. 12b). This scenario keeps the temperature excursion
above the Holocene level small enough and brief enough
that it has the best chance of avoiding ice sheet instabilities
and multi-meter sea level rise (Hansen et al., 2016). If fossil
fuel emission phasedown of 6 % yr−1 had begun in 2013, as
proposed by Hansen et al. (2013a), this scenario would have
been achieved via the hypothesized 100 PgC carbon extrac-
tion from improved agricultural and forestry practices.

We examine here scenarios with 6 and 3 % yr−1 emission
reduction starting in 2021, as well as scenarios with constant
emissions and +2 % yr−1 emission growth starting in 2016
(Figs. 10b and 12b). The −6 and −3 % yr−1 scenarios leave
a requirement to extract 153 and 237 PgC from the air during
this century. Constant emission and +2 % yr emission sce-
narios yield extraction requirements of 695 and 1630 PgC to
reach 350 ppm CO2 in 2100.

Total CO2 extraction requirements for these scenarios are
given in Fig. 10. Cost estimates here for extraction use
amounts 100 Pg less than in Fig. 10 under assumption that
100 PgC can be stored via improved agricultural and forestry
practices. Shortfall of this 100 PgC goal will increase our es-
timated costs accordingly, as will the cost of the improved
agricultural and forestry program.

Given a CO2 extraction cost of USD 150–350 (tC)−1 for
intensive negative emission technologies (Fig. 3f of Smith
et al., 2016), the 53 PgC additional extraction required for
the scenario with 6 % yr−1 emission reduction would cost
USD 8–18.5 trillion, thus USD 100–230 billion per year if
spread uniformly over 80 years. We cannot rule out possi-
ble future reduction in CO2 extraction costs, but given the
energy requirements for removal and the already optimistic
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lower limit on our estimate, we do not speculate further about
potential cost reduction.

In contrast, continued high emissions, between constant
emissions and +2 % yr−1, would require additional extrac-
tion of 595–1530 PgC (Fig. 10b) at a cost of USD 89–
535 trillion or 1.1–6.7 trillion per year over 80 years.13 Such
extraordinary cost, along with the land area, fertilizer and wa-
ter requirements (Smith et al., 2016) suggest that, rather than
the world being able to buy its way out of climate change,
continued high emissions would likely force humanity to live
with climate change running out of control with all the con-
sequences that would entail.

9.2 Mitigation alternative

High costs of CO2 extraction raise the question of how these
costs compare to the alternative: taking actions to mitigate
climate change by reducing fossil fuel CO2 emissions. The
Stern Review (Stern, 2006; Stern and Taylor, 2007) used ex-
pert opinion to produce an estimate for the cost of reducing
emissions to limit global warming to about 2 ◦C. Their cen-
tral estimate was 1 % of gross domestic product (GDP) per
year, thus about USD 800 billion per year. They argued that
this cost was much less than likely costs of future climate
damage if high emissions continue, unless we apply a high
“discount rate” to future damage, which has ethical impli-
cations in its treatment of today’s young people and future
generations. However, their estimated uncertainty of the cost
is±3 %, i.e., the uncertainty is so large as to encompass GDP
gain.

Hsu (2011) and Ackerman and Stanton (2012) argue that
economies are more efficient if the price of fossil fuels better
reflects costs to society, and thus GDP gain is likely with an
increasing carbon price. Mankiw (2009) similarly suggests
that a revenue-neutral carbon tax is economically beneficial.
Hansen (2009, 2014) advocates an approach in which a grad-
ually rising carbon fee is collected from the fossil fuel in-
dustry with the funds distributed uniformly to citizens. This
approach provides incentives to business and the public that
drive the economy toward energy efficiency, conservation,
renewable energies and nuclear power. An economic study of
this carbon-fee-and-dividend policy in the US (Nystrom and
Luckow, 2014) supports the conclusion that GDP increases
as the fee rises steadily. These studies refute the common
argument that environmental protection is damaging to eco-
nomic prosperity.

We can also compare CO2 extraction cost with the cost of
carbon-free energy infrastructure. Global energy consump-
tion in 2015 was 12.9 Gtoe14 with coal providing 30 % of

13For reference, the United Nations global peacekeeping bud-
get is about USD 10 billion per year. National military budgets are
larger: the 2015 USA military budget was USD 596 billion and the
global military budget was USD 1.77 trillion (SIPRI, 2016).

14Gtoe is gigatons oil equivalent; 1 Gtoe, is 41.868 EJ (exa-
joule= 1018 J) or 11 630 TWh (terawatt hours).

global energy and almost 45 % of global fossil fuel CO2
emissions (BP, 2016). Most coal use, and its increases, is in
Asia, especially China and India. Carbon-free replacement
for coal energy is expected to be some combination of re-
newables (including hydropower) and nuclear power. China
is leading the world in installation of wind, solar and nu-
clear power, with new nuclear power in 2015 approximately
matching the sum of new solar and wind power (BP, 2016).
For future decarbonization of electricity it is easiest to esti-
mate the cost of the nuclear power component, because nu-
clear power can replace coal for baseload electricity without
the need for energy storage or major change to national elec-
tric grids. Recent costs of Chinese and South Korean light
water reactors are in the range USD 2000–3000 per kilo-
watt (Chinese Academy of Engineering, 2015; Lovering et
al., 2016). Although in some countries reactor costs stabi-
lized or declined with repeated construction of the same re-
actor design, in others costs have risen for a variety of rea-
sons (Lovering et al., 2016). Using USD 2500 per kilowatt
as reactor cost and assuming 85 % capacity factor (percent
uptime for reactors) yields a cost of USD 10 trillion to pro-
duce 20 % of present global energy use (12.9 Gtoe). Note
that 20 % of current global energy use is a huge amount
(Fig. 13), exceeding the sum of present hydropower (6.8 %),
nuclear (4.4 %), wind (1.4 %), solar (0.4 %), and other renew-
able energies (0.9 %).

We do not suggest that new nuclear power plants on this
scale will or necessarily should be built. Rather we use this
calculation to show that mitigation costs are not large in com-
parison to costs of extracting CO2 from the air. Renewable
energy costs have fallen rapidly in the past 2–3 decades with
the help of government subsidies, especially renewable port-
folio standards that require utilities to achieve a specified
fraction of their power from renewable sources. Yet fossil
fuel use continues to be high, at least in part because fossil
fuel prices do not include their full cost to society. Rapid and
economic movement to non-fossil energies would be aided
by a rising carbon price, with the composition of energy
sources determined by competition among all non-fossil en-
ergy sources, as well as energy efficiency and conservation.
Sweden provides a prime example: it has cut per capita emis-
sions by two-thirds since the 1990s while doubling per capita
income in a capitalistic framework that embodies free-market
principles (Pierrehumbert, 2016).

Mitigation of climate change deserves urgent priority. We
disagree with assessments such as “the world will probably
have only two choices if it wants to stay below 1.5 ◦C of
warming. It must either deploy carbon dioxide removal on
an enormous scale or use solar geoengineering” (Parker and
Geden, 2016). While we reject 1.5 ◦C as a safe target – it is
likely warmer than the Eemian and far above the Holocene
range – Fig. 12 shows that fossil fuel emission reduction of
3 % yr−1 beginning in 2021 yields maximum global warm-
ing ∼ 1.5 ◦C for climate sensitivity 3 ◦C for 2×CO2, with
neither CO2 removal nor geoengineering. These calculations
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legatte et al., 2013), there is potential for forced migrations
of hundreds of millions of people, dwarfing prior refugee hu-
manitarian crises, challenging global governance (Biermann
and Boas, 2010) and security (Gemenne et al., 2014).

Global temperature is a useful metric, because increasing
temperature drives amplifying feedbacks. Global ocean tem-
perature is a major factor affecting ice sheet size, as indi-
cated by both model studies (Pollard et al., 2015) and pa-
leoclimate analyses (Overpeck et al., 2006; Hansen et al.,
2016). Eemian ocean warmth, probably not more than about
+0.7 ◦C warmer than preindustrial conditions (McKay et al.,
2011; Masson-Delmotte et al., 2013; Sect. 2.2 above), corre-
sponding to global warmth about +1 ◦C relative to preindus-
trial, led to sea level 6–9 m higher than today. This implies
that, in the long run, the El Niño-elevated 2016 temperature
of +1.3 ◦C relative to preindustrial temperature, and even
the (+1.05 ◦C) underlying trend to date without the El Niño
boost, is probably too high for maintaining our present coast-
lines.

We conclude that the world has already overshot appropri-
ate targets for GHG amount and global temperature, and we
thus infer an urgent need for (1) rapid phasedown of fossil
fuel emissions, (2) actions that draw down atmospheric CO2,
and (3) actions that, at minimum, eliminate net growth of
non-CO2 climate forcings. These tasks are formidable and,
with the exception of the Montreal Protocol agreement on
hydrofluorocarbons (HFCs) that will halt the growth of their
climate forcing (Appendix A13), they are not being pursued
globally. Actions at citizen, city, state and national levels to
reduce GHG emissions provide valuable experience and spur
technical developments, but without effective global policies
the impact of these local efforts is reduced by the negative
feedback caused by reduced demand for and price of fossil
fuels.

Our conclusion that the world has overshot appropriate
targets is sufficiently grim to compel us to point out that
pathways to rapid emission reductions are feasible. Peters et
al. (2013) note that Belgium, France and Sweden achieved
emission reductions of 4–5 % yr−1 sustained over 10 or more
years in response to the oil crisis of 1973. These rates were
primarily a result of nuclear power build programs, which
historically has been the fastest route to carbon-free energy
(Fig. 2 of Cao et al., 2016). These examples are an imperfect
analogue, as they were driven by a desire for energy indepen-
dence from oil, but present incentives are even more compre-
hensive. Peters et al. (2013) also note that a continuous shift
from coal to natural gas led to sustained reductions of 1–
2 % yr−1 in the UK in the 1970s and in the 2000s, 2 % yr−1

in Denmark in 1990–2000s, and 1.4 % yr−1 in the USA since
2005. Furthermore, these examples were not aided by the
economy-wide effect of a rising carbon fee or tax (Hsu, 2011;
Ackerman and Stanton, 2012; Hansen, 2014), which encour-
ages energy efficiency and carbon-free energies.

In addition to CO2 emission phase-out, large CO2 extrac-
tion from the air is needed and a halt of growth of non-CO2

climate forcings to achieve the temperature stabilization of
our scenarios. Success of both CO2 extraction and non-CO2
GHG controls requires a major role for developing coun-
tries, given that they have been a large source of recent de-
forestation (IPCC, 2013) and have a large potential for re-
duced emissions. Ancillary benefits of the agricultural and
forestry practices needed to achieve CO2 drawdown, such as
improved soil fertility, advanced agricultural practices, forest
products, and species preservation, are of interest to all na-
tions. Developed nations have a recognized obligation to as-
sist nations that have done little to cause climate change yet
suffer some of the largest climate impacts. If economic as-
sistance is made partially dependent on verifiable success in
carbon drawdown and non-CO2 mitigation, this will provide
incentives that maximize success in carbon storage. Some ac-
tivities, such as soil amendments that enhance weathering,
might be designed to support both CO2 and other GHG draw-
down.

Considering our conclusion that the world has overshot
the appropriate target for global temperature, and the diffi-
culty and perhaps implausibility of negative emissions sce-
narios, we would be remiss if we did not point out the po-
tential contribution of demand-side mitigation that can be
achieved by individual actions as well as by government poli-
cies. Numerous studies (e.g. Hedenhus et al., 2014; Popp et
al., 2010) have shown that reduced ruminant meat and dairy
products is needed to reduce GHG emissions from agricul-
ture, even if technological improvements increase food yields
per unit farmland. Such climate-beneficial dietary shifts have
also been linked to co-benefits that include improved sus-
tainability and public health (Bajzelj et al., 2014; Tilman and
Clark, 2014). Similarly, Working Group 3 of IPCC (2014)
finds “robust evidence and high agreement” that demand-side
measures in the agriculture and land use sectors, especially
dietary shifts, reduced food waste, and changes in wood use
have substantial mitigation potential, but they remain under-
researched and poorly quantified.

There is no time to delay. CO2 extraction required to
achieve 350 ppm CO2 in 2100 was ∼ 100 PgC if 6 % yr−1

emission reductions began in 2013 (Hansen et al., 2013a).
Required extraction is at least∼ 150 PgC in our updated sce-
narios, which incorporate growth of emissions in the past 4
years and assume that emissions will continue at approx-
imately current levels until a global program of emission
reductions begins in 4 years (in 2021 relative to 2020; see
Figs. 9 and 10 for reduction rates). The difficulty of stabiliz-
ing climate was thus markedly increased by a delay in emis-
sion reductions of 8 years, from 2013 to 2021. Nevertheless,
if rapid emission reductions are initiated soon, it is still pos-
sible that at least a large fraction of required CO2 extrac-
tion can be achieved via relatively natural agricultural and
forestry practices with other benefits. On the other hand, if
large fossil fuel emissions are allowed to continue, the scale
and cost of industrial CO2 extraction, occurring in conjunc-
tion with a deteriorating climate and costly dislocations, may
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become unmanageable. Simply put, the burden placed on
young people and future generations may become too heavy
to bear.

Data availability. Data used to create all the figures are available
at https://doi.org/10.5281/zenodo.823301 (Hansen et al., 2017). Our
Eq. (1) is used to compute the temperature change in Fig. 12. Con-
tinual updates of the data are available at http://www.columbia.edu/
~mhs119/Burden_figures/.
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Appendix A: Additional figures, tables and
explanatory information

A1 Fossil fuel CO2 emissions

CO2 emissions from fossil fuels in 2015 were only slightly
higher than in 2014 (Fig. A1). Such slowdowns are common,
usually reflecting the global economy. Given rising global
population and the fact that nations such as India are still at
early stages of development, the potential exists for contin-
ued emissions growth. Fundamental changes in energy tech-
nology are needed for the world to rapidly phase down fossil
fuel emissions.

Emissions are growing rapidly in emerging economies;
while growth slowed in China in the past 2 years, emissions
remain high (Fig. 1). The Kyoto Protocol (1997), a policy
instrument of the Framework Convention (United Nations,
1992), spurred emission reductions in some nations, and the
collapse of the Soviet Union caused a large decrease in emis-
sions by Russia (Fig. 1b). However, growth of international
ship and air emissions (Fig. 1b) largely offset these reduc-
tions and the growth rate of global emissions actually ac-
celerated from 1.5 % yr−1 in 1973–2000 to ∼ 2.5 % yr−1 af-
ter 2000 (Fig. A1). China is now the largest source of fos-
sil fuel emissions, followed by the US and India, but on
a per capita historical basis the US is 10 times more ac-
countable than China and 25 times more accountable than
India for the increase in atmospheric CO2 above its preindus-
trial level (Hansen and Sato, 2016). Tabular data for Figs. 1
and A1 are available on the web page http://www.columbia.
edu/~mhs119/Burden.

A2 Transient climate response to cumulative CO2
emissions (TCRE)

The transient climate response (TCR), defined as the global
warming at year 70 in response to a 1 % yr−1 CO2 in-
crease, for our simple Green’s function climate model
is 1.89 ◦C with energy imbalance of 1.52 W m−2 at that
point; this TCR is in the middle of the range reported
in the IPCC AR5 report (IPCC, 2013). We calculate
the transient climate response to cumulative carbon emis-
sions (TCRE) of our climate plus carbon cycle model as in
Sect. 10.8.4 of IPCC (2013), i.e., TCRE=TCR×CAF/C0,
where C0= preindustrial atmospheric CO2 mass= 590 PgC
and CAF=Catm/Csum, Catm= atmospheric CO2 mass mi-
nus C0 and Csum= cumulative CO2 emissions (all evaluated
at year 2100).

We find TCRE= 1.54 ◦C per 1000 PgC at 2100 with
constant emissions (which yields cumulative emissions of
1180 PgC at 2100, which is near the midpoint of the range
assessed by IPCC, i.e., 0.8 to 2.5 ◦C per 1000 PgC (IPCC,
2013). Our two cases with rapidly declining emissions never
achieve 1000 PgC emissions, but TCRE can still be com-
puted using the IPCC formulae, yielding TCRE= 1.31 and

1.25 ◦C per 1000 PgC at 2100 for the cases of −3 and
−6 % yr−1 respective emission reductions. As expected, the
rapid emission reductions substantially reduce the tempera-
ture rise in 2100.

A3 Observed temperature data and analysis method

We use the current Goddard Institute for Space Stud-
ies global temperature analysis (GISTEMP), described by
Hansen et al. (2010). The analysis combines data from
(1) meteorological station data of the Global Historical
Climatology Network (GHCN) described by Peterson and
Vose (1997) and Menne et al. (2012), (2) Antarctic re-
search station data reported by the Scientific Committee
on Antarctic Research (SCAR), (http://www.antarctica.ac.
uk/met/READER), and (3) ocean surface temperature mea-
surements from the NOAA Extended Reconstructed Sea Sur-
face temperature (ERSST) (Smith et al., 2008; Huang et al.,
2015).

Surface air temperature change over land is about twice
SST change (Fig. A3a), and thus global temperature change
is 1.3 times larger than the SST change. Note that the Arctic
Ocean and parts of the Southern Ocean are excluded in the
calculations because of inadequate data, but these regions are
also not sampled in most paleo-analyses and the excluded
areas are small. Land area included covers 29 % of the globe
and ocean area included covers 65 % of the globe.

The present analysis uses GHCN.v3.3.0 (Menne et al.,
2012) for land data and ERSST.v4 for sea surface temper-
ature (Huang et al., 2015). The update from GHCN.v2 used
in our 2010 analysis to GHCN.v3 had negligible effect on
global temperature change over the past century (see graph
at http://www.columbia.edu/~mhs119/Temperature/GHCN_
V3vsV2/). However, the adjustments to SST to produce
ERSST.v4 have a noticeable effect, especially in the pe-
riod 1939–1945, as shown by the difference between the two
data sets (lower graph in Fig. A3b). This change is of in-
terest mainly because it increases the magnitude of an al-
ready unusual global temperature fluctuation in the 1940s,
making the 1939–1945 global temperature maximum even
more pronounced than it was in ERSST.v3 data. Thomp-
son et al. (2008) show that two natural sources of vari-
ability, the El Niño–Southern Oscillation and (possibly re-
lated) unusual winter Arctic warmth associated with advec-
tion over high Northern Hemisphere latitudes, partly account
for global warmth of 1939–1945, and they suggest that the
sharp cooling after 1945 is a data flaw, due to a rapid change
in the mix of data sources (bucket measurements and engine
room intake measurements) and a bias between these that is
not fully accounted for.

Huang et al. (2015) justify the changes made to obtain
version 4 of ERSST, the changes including more complete
input data in ICOADS Release 2.5, buoy SST bias adjust-
ments not present in version 3, updated ship SST bias adjust-
ments using Hadley Nighttime Marine Air Temperature ver-
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sion 2 (HadNMat2), and revised low-frequency data filling
in data-sparse regions using nearby observations. ERSST.v4
is surely an improvement in the record during the past half
century, when spatial and temporal data coverages are best.
On the other hand, the largest changes between v3 and v4
are in 1939–1945, coinciding with World War II and changes
in the mix of data sources. Several hot spots appear in the
Southern Hemisphere ocean during WWII in the v4 data, and
then disappear after the war (Fig. A3c). These hot spots co-
incide with the locations of large SST changes between v3
and v4 (Fig. A3c), which leads us to suspect that the magni-
tude of the 1940s global warming maximum (Fig. 2) is exag-
gerated; i.e., it is partly spurious. We suggest that this warm-
ing spike warrants scrutiny in the next version of the SST
analysis. However, the important point is that these data ad-
justments and uncertainties are small in comparison with the
long-term warming. Adjustments between ERSST.v3b and
ERSST.v4 increase global warming over the period 1950–
2015 by about 0.05 ◦C, which is small compared with the
∼ 1 ◦C global warming during that period. The effect of the
adjustments on total global warming between the beginning
of the 20th century and 2015 is even smaller (Fig. A3b).

A4 Recent global warming rate

Recent warming removes the illusion of a hiatus of global
warming since the 1997–1998 El Niño (Fig. 2). Several
studies, including Trenberth and Fasullo (2013), England et
al. (2014), Dai et al. (2015), Rajaratnam et al. (2015) and
Medhaug et al. (2017), have showed that temporary plateaus
are consistent with expected long-term warming due to in-
creasing atmospheric GHGs. Other analyses of the 1998–
2013 plateau illuminate the roles of unforced climate vari-
ability and natural and human-caused climate forcings in
climate change, with the Interdecadal Pacific Oscillation (a
recurring pattern of ocean–atmosphere climate variability)
playing a major role in the warming slowdown (Kosaka and
Xie, 2013; Huber and Knutti, 2014; Meehl et al., 2014; Fyfe
et al., 2016; Medhaug et al., 2017).

A5 Coincidence of 1880–1920 mean and preindustrial
global mean temperatures

The Framework Convention (United Nations, 1992) and
Paris Agreement (2015) define goals relative to “prein-
dustrial” temperature, but do not define that period. We
use 1880–1920, the earliest time with near-global cover-
age of instrumental data, as the zero-point for tempera-
ture anomalies. Although human-caused increases of GHGs
would be expected to have caused a small warming by then,
that warming was at least partially balanced by cooling from
larger than average volcanic activity in 1880–1920. Extreme
Little Ice Age conditions may have been∼ 0.1 ◦C cooler than
the 1880–1920 mean (Abram et al., 2016), but the Little Ice
Age is inappropriate to define preindustrial because the deep

ocean temperature did not have time to reach equilibrium.
Thus, preindustrial global temperature has uncertainty of at
least 0.1 ◦C, and the 1880–1920 period, which has the merit
of near-global data, yields our best estimate of preindustrial
temperature.

A6 Land vs. ocean warming at equilibrium

Observations (Fig. A3a) show surface air temperature (SAT)
over land increasing almost twice as much as sea surface
temperature (SST) during the past century. This large differ-
ence is likely partly due to the thermal inertia of the ocean,
which has not fully responded to the climate forcing due to
increasing GHGs. However, land warming is heavily modu-
lated by the ocean temperature, so land temperature too has
not achieved its equilibrium response.

We use long climate model simulations to examine how
much the ratio of land SAT change over ocean SST change
(the observed quantities) is modified as global warming ap-
proaches its equilibrium response. This ratio is ∼ 1.8 in
years 901–1000 of doubled CO2 simulations (Fig. A6) for
two versions of GISS modelE-R (Schmidt et al., 2014;
Hansen et al., 2016).

A7 Earth’s energy Imbalance

Hansen et al. (2011) inferred an Earth energy imbalance
with the solar cycle effect removed of +0.75± 0.25 W m−2,
based on an imbalance of 0.58 W m−2 during the 2005–
2010 solar minimum, based on the analysis of von Schuck-
mann and Le Traon (2011) for heat gain in the up-
per 2 km of the ocean and estimates of small heat gains
by the deep ocean, continents, atmosphere, and net melt-
ing of sea ice and land ice. The von Schuckmann and
Le Traon (2011) analysis for 2005–2015 (Fig. 5) yields a
decade-average 0.7 W m−2 heat uptake in the upper 2 km
of the ocean; addition of the smaller terms raises the im-
balance to at least +0.8 W m−2 for 2005–2015, consistent
with the recent estimate of +0.9± 0.1 W m−2 by Trenberth
et al. (2016) for 2005–2015. Other recent analyses includ-
ing the most up-to-date corrections for ocean instrumental
biases yield +0.4± 0.1 W m−2 by Cheng et al. (2017) for
the period 1960–2015 and +0.7± 0.1 W m−2 by Dieng et
al. (2017) for the period 2005–2013. We conclude that the
estimate of+0.75± 0.25 W m−2 for the current Earth energy
imbalance averaged over the solar cycle is still valid.

A8 CO2 and CH4 growth rates

Growth of airborne CO2 is about half of fossil fuel CO2 emis-
sions (Fig. A8), the remaining portion of emissions being the
net uptake by the ocean and biosphere (Ciais et al., 2013).
Here we use the Keeling et al. (1973) definition of airborne
fraction, which is the ratio of quantities that are known with
good accuracy: the annual increase in CO2 in the atmosphere
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and the annual amount of CO2 injected into the atmosphere
by fossil fuel burning. The data reveal that, even as fossil
fuel emissions have increased by a factor of 4 over the past
half century, the ocean and biosphere have continued to take
up about half of the emissions (Fig. A8, right-hand scale).
This seemingly simple relation between emissions and at-
mospheric CO2 growth is not predictive as it depends on the
growth rate of emissions being maintained, which is not true
in cases with major changes in the emission scenario, so we
use a carbon cycle model in Sect. 7 to compute atmospheric
CO2 as a function of emission scenario.

Oscillations of annual CO2 growth are correlated with
global temperature and with the El Niño/La Niña cycle.15

Correlations (Fig. 6) are calculated for the 12-month run-
ning means, which effectively remove the seasonal cycle
and monthly noise. Maxima of the CO2 growth rate lag
global temperature maxima by 7–8 months (Fig. 6b) and lag
Niño3.4 (latitudes 5◦ N–5◦ S, longitudes 120–170◦W) tem-
perature by ∼ 10 months. These lags imply that the current
CO2 growth spike (Fig. 6 uses data through January 2017),
associated with the 2015–2016 El Niño, is well past its max-
imum, as Niño3.4 peaked in December 2015 and the global
temperature anomaly peaked in February 2016.

CH4 growth rate has varied over the past two decades,
probably driven primarily by changes in emissions, as ob-
servations of CH3CCl3 show very little change in the atmo-
spheric sink for CH4 (Montzka et al., 2011; Holmes et al.,
2013). Recent box-model inversions of the CH4–CH3CCl3
system have argued for large fluctuations in the atmospheric
sink over this period but there is no identified cause for such
changes (Rigby et al., 2017; Turner et al., 2017; Prather and
Holmes, 2017). Future changes in the sink could lead to in-
creased atmospheric CH4 separate from emission changes,
but this effect is difficult to project and not included in the
RCP scenarios (Voulgarakis et al., 2013).

Carbon isotopes provide a valuable constraint (Saunois et
al., 2016) that aids analysis of which CH4 sources16 con-
tribute to the CH4 growth resurgence in the past decade
(Fig. 7). Schaefer et al. (2016) conclude that the growth was
primarily biogenic, thus not fossil fuel, and located outside
the tropics, most likely ruminants and rice agriculture. Such
an increasing biogenic source is consistent with effects of in-
creasing population and dietary changes (Tilman and Clark,

15One mechanism for greater than normal atmospheric CO2
growth during El Niños is the impoverishment of nutrients in equa-
torial Pacific surface water and thus reduced biological productivity
that result from reduced upwelling of deep water (Chavez et al.,
1999). However, the El Niño/La Niña cycle seems to have an even
greater impact on atmospheric CO2 via the terrestrial carbon cycle
through effects on the water cycle, temperature, and fire, as dis-
cussed in a large body of literature (referenced, for example, by
Schwalm et al., 2011).

16Estimated human-caused CH4 sources (Ciais et al., 2013) are
fossil fuels (29 %), biomass/biofuels (11 %), waste and landfill
(23 %), ruminants (27 %) and rice (11 %).

2014). Nisbet et al. (2016) concur with Schaefer et al. (2016)
that the CH4 growth is from biogenic sources, but from the
latitudinal distribution of growth they conclude that tropical
wetlands17 have been an important contributor to the CH4 in-
crease. Their conclusion that increasing tropical precipitation
and temperature may be major factors driving CH4 growth
suggests the possibility that the slow climate-methane am-
plifying feedback might already be significant. There is also
concern that global warming will lead to a massive increase
in CH4 emissions from methane hydrates and permafrost
(O’Connor et al., 2010), but as yet there is little evidence
for a substantial increase in emissions from hydrates or per-
mafrost either now or over the last 1 000 000 years (Berchet
et al., 2016; Warwick et al., 2016; Quiquet et al., 2015).

Schwietzke et al. (2016) use isotopic constraints to show
that the fossil fuel contribution to atmospheric CH4 is larger
than previously believed, but total fossil fuel CH4 emis-
sions are not increasing. This conclusion is consistent with
the above studies, and it does not contradict evidence of
increased fossil fuel CH4 emissions at specific locations
(Turner et al., 2016). A recent inverse model study, how-
ever, contradicts the satellite studies and finds no evidence
for increased US emissions (Bruhwiler et al., 2017). The re-
cent consortium study of global CH4 emissions finds with
top-down studies that the recent increase is likely due to bio-
genic (natural and human sources) sources in the tropics, but
it is difficult to attribute the magnitude of the rise to tropical
wetlands alone (Saunois et al., 2017).

A9 CO2 emissions in historical period

For land use CO2 emissions in the historical period, we use
the values labeled Houghton/2 by Hansen et al. (2008), which
were shown in the latter publication to yield good agreement
with observed CO2. We use fossil fuel CO2 emissions data
for 1850–2013 from Boden et al. (2016). BP (2016) fuel con-
sumption data for 2013–2015 are used for the fractional an-
nual changes of each nation to allow extension of the Boden
analysis through 2015. Emissions were almost flat from 2014
to 2015, due to economic slowdown and increased use of
low-carbon energies, but, even if a peak in global emissions
is near, substantial decline of emissions is dependent on ac-
celeration in the transformation of energy production and use
(Jackson et al., 2016).

A10 Tables of effective climate forcings, 1850–2100

CO2, CH4 and N2O forcings are calculated with analytic for-
mulae of Hansen et al. (2000). CH4 forcing includes the fac-
tor 1.4 to convert adjusted forcing to effective forcing, thus
incorporating the estimated effect of a CH4 increase on tro-
pospheric ozone and stratospheric water vapor. Our CH4 ad-

17Wetlands compose a majority of natural CH4 emissions and
are estimated to be equivalent to about 36 % of the anthropogenic
source (Ciais et al., 2013).
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justed forcing is significantly (∼ 17 %) higher that the values
in IPCC (2013), but (∼ 9 %) smaller than values of Etminan
et al. (2017). Our factor of 1.4 to convert direct radiative forc-
ing to effective forcing is in the upper portion of the indirect
effects discussed by Myhre et al. (2013), so our net CH4 forc-
ing agrees with Etminan et al. (2017) within uncertainties.

A11 Solar irradiance

Solar irradiance has been measured from satellites since the
late 1970s. Figure A11 is a composite of several satellite-
measured time series. Data through 28 February 2003 are
an update of Frohlich and Lean (1998) obtained from the
Physikalisch Meteorologisches Observatorium Davos, World
Radiation Center. Subsequent update is from University of
Colorado Solar Radiation & Climate Experiment (SORCE).
Historical total solar irradiance reconstruction is available at
http://lasp.colorado.edu/home/sorce/data/tsi-data/. Data sets
are concatenated by matching the means over the first
12 months of SORCE data. Monthly sunspot numbers sup-
port the conclusion that the solar irradiance in the current
solar cycle is significantly lower than in the three preceding
solar cycles.

The magnitude of the change in solar irradiance from the
prior solar cycle to the current solar cycle is of the order
of −0.1 W m−2, which is not negligible but small compared
with greenhouse gas climate forcing. On the other hand, the
variation of solar irradiance from solar minimum to solar
maximum is of the order of 0.25 W m−2, so the high solar ir-
radiance in 2011–2015 contributes to the increase in Earth’s
energy imbalance between 2005 and 2010 as well as 2010
and 2015.

A12 Alternative scenario

Simulated global temperature for the climate forcings of
the “alternative scenario” discussed in Sect. 6 are shown in
Fig. A12. The climate model, with sensitivity 3 ◦C for dou-
bled CO2, is the same as used for Fig. 12.

A13 Non-CO2 GHGs

CO2 is the dominant forcing in future climate scenarios.
Growth of non-CO2 GHG climate forcing is likely to be
even smaller, relative to CO2 forcing, than in recent decades
(Fig. 8) if there is a strong effort to limit climate change. In-
deed, recent agreement to use the Montreal Protocol (2016)
to phase down production of minor trace gases, the hy-
drofluorocarbons (HFCs), should cause annually added forc-
ing of Montreal Protocol trace gases (MPTGs)+ other trace
gases (OTGs) (red region in Fig. 8) to become near zero or
slightly negative, thus at least partially off-setting growth of
other non-CO2 GHGs, especially N2O.

Methane (CH4) is the largest climate forcing other than
CO2 (Fig. 4). The CH4 atmospheric lifetime is only about
10 years (Prather et al., 2012), so there is potential to reduce
this climate forcing rapidly if CH4 sources are reduced. Our
climate simulations, based on the RCP6.0 non-CO2 GHG
scenarios, follow an optimistic path in which CH4 increases
moderately in the next few decades to 1960 ppb in 2070 and
then decreases rapidly to 1650 ppb in 2100, yielding a forc-
ing change of −0.1 W m−2. However, the IPCC (Kirtman et
al., 2013) uses a more modern chemical model projection
for the RCP anthropogenic emissions and gives a less ben-
eficial view with a decrease to only 1734 ppb and a forcing
change of −0.03 W m−2. RCP2.6 makes a more optimistic
assumption: that CH4 will decline monotonically to 1250 ppb
in 2100, yielding a forcing of −0.3 W m−2 (relative to to-
day’s 1800 ppb CH4), but the IPCC projections of RCP2.6
reduce this to −0.2 W m−2 (Kirtman et al., 2013).

Observed atmospheric CH4 amount (Fig. A13a) is diverg-
ing on the high side of these optimistic scenarios. The down-
ward offset (∼ 20 ppb) of CH4 scenarios relative to obser-
vations (Fig. A13a) is due to the fact that RCP scenarios
did not include a data adjustment that was made in 2005 to
match a revised CH4 standard scale (E. Dlugokencky, per-
sonal communication, 2016), but observed CH4 is also in-
creasing more rapidly than in most scenarios. Reversal of
CH4 growth is made difficult by increasing global popula-
tion, the diverse and widely distributed nature of agricultural
sources, and global warming “in the pipeline”, as these trends
create an underlying tendency for increasing CH4. The dis-
crepancy between observed and assumed CH4 growth could
also be due in part to increased natural sources or changes in
the global OH sink (Dlugokencky et al., 2011; Turner et al.,
2017). Evidence for increased natural sources in a warmer
climate is suggested by glacial–interglacial CH4 increases of
the order of 300 ppb, and contributions to observed fluctua-
tions cannot be ruled out on the basis of recent budgets (Ciais
et al., 2013).

Methane emissions from rice agriculture and ruminants
potentially could be mitigated by changing rice grow-
ing methods (Epule et al., 2011) and inoculating rumi-
nants (Eckard et al., 2010; Beil, 2015), but that would
require widespread adoption of new technologies at the
farmer level. California, in implementing a state law to re-
duce GHG emissions, hopes to dramatically cut agricultural
CH4 emissions (see http://www.arb.ca.gov/cc/scopingplan/
scopingplan.htm), but California has one of the most tech-
nological and regulated agricultural sectors in the world. It
is not clear that this level of management can occur in the
top agricultural CH4 emitters like China, India and Brazil.
Methane leaks from fossil fuel mining, transportation and
use can be reduced; indeed, percentage leakage from conven-
tional fossil fuel mining and fuel use has declined substan-
tially in recent decades (Schwietzke et al., 2016), but there
is danger of increased leakage with expanded shale gas ex-
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traction (Caulton et al., 2014; Petron et al., 2013; Howarth,
2015; Kang et al., 2016).

Observed N2O growth is exceeding all scenarios
(Fig. A13b). Major quantitative gaps remain in our under-
standing of the nitrogen cycle (Kroeze and Bouwman, 2011),
but fertilizers are clearly a principal cause of N2O growth
(Röckmann and Levin, 2005; Park et al., 2012). More ef-
ficient use of fertilizers could reduce N2O emissions (Liu
and Zhang, 2011), but considering the scale of global agri-
culture, and the fact that fixed N is an inherent part of feed-
ing people, there will be pressure for continued emissions at
least comparable to present emissions. In contrast, agricul-
tural CH4 emissions are inadvertent and not core to food pro-
duction. Given the current imbalance (emissions exceeding
atmospheric losses by about 30 %; Prather et al., 2012) and
the long N2O atmospheric lifetime (116± 9 years; Prather
et al., 2015) it is nearly inevitable that N2O will continue to
increase this century, even if emissions growth is checked.
There can be no expectation of an N2O decline that offsets
the need to reduce CO2.

The Montreal Protocol has stifled and even reversed
growth of specific trace gases that destroy stratospheric
ozone and cause global warming (Prather et al., 1996; New-
man et al., 2009). The anticipated benefit over the 21st cen-
tury is a drop in climate forcing of −0.23 W m−2 (Prather et
al., 2013). Protocol amendments that add other gases such as
HFCs are important; forcings of these gases are small today,
but without the protocol their potential for growth is possibly
as large as +0.2 W m−2 (Prather et al., 2013).

We conclude that a 0.25 W m−2 decrease in climate forc-
ing by non-CO2 GHGs is plausible, but requires a dra-
matic change from the growing abundances of these gases
today. Achievement requires (i) successful phase-out of
MPTGs (−0.23 W m−2), (ii) reduction of CH4 forcing by
0.12 W m−2, and (iii) limiting N2O increase to 0.1 W m−2.
A net negative forcing of −0.25 W m−2 for non-CO2 gases
would allow CO2 to be 365 ppm, rather than 350 ppm, while
yielding the same total GHG forcing. Thus, potential reduc-
tion of non-CO2 gases is helpful, but it does not alter the need
for rapid fossil fuel emission reduction.
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Table A1. (a) Effective forcings (W m−2) in 1850–2015 relative to 1850. (b) Effective forcing (W m−2) in 2016–2100 relative to 1850.

Year CO2 CHa
4 CFCsb N2O Oc

3 TA+SAd Volcanoe Solar Net

(a)

1850 0.000 0.000 0.000 0.000 0.000 0.000 −0.083 0.000 −0.083
1860 0.024 0.013 0.000 0.004 0.004 −0.029 −0.106 0.032 −0.058
1870 0.048 0.027 0.000 0.008 0.009 −0.058 −0.014 0.048 0.068
1880 0.109 0.041 0.000 0.011 0.014 −0.097 −0.026 −0.049 0.003
1890 0.179 0.058 0.000 0.014 0.018 −0.146 −0.900 −0.070 −0.847
1900 0.204 0.077 0.001 0.017 0.023 −0.195 −0.040 −0.063 0.024
1910 0.287 0.115 0.002 0.022 0.026 −0.250 −0.072 −0.043 0.087
1920 0.348 0.160 0.003 0.029 0.032 −0.307 −0.215 −0.016 0.034
1930 0.425 0.206 0.004 0.037 0.036 −0.364 −0.143 0.014 0.215
1940 0.494 0.247 0.005 0.043 0.045 −0.424 −0.073 0.037 0.374
1950 0.495 0.291 0.009 0.052 0.056 −0.484 −0.066 0.055 0.408
1960 0.599 0.365 0.027 0.061 0.078 −0.621 −0.106 0.102 0.505
1970 0.748 0.461 0.076 0.075 0.097 −0.742 −0.381 0.093 0.427
1980 0.976 0.568 0.185 0.097 0.115 −0.907 −0.108 0.169 1.095
1990 1.227 0.659 0.303 0.125 0.117 −0.997 −0.141 0.154 1.447
2000 1.464 0.695 0.347 0.150 0.117 −1.084 −0.048 0.173 1.814
2005 1.619 0.651 0.356 0.162 0.123 −1.125 −0.079 0.019 1.770
2010 1.766 0.710 0.364 0.177 0.129 −1.163 −0.082 0.028 1.929
2015 1.927 0.730 0.373 0.195 0.129 −1.199 −0.100 0.137 2.192

(b)

2016 1.942 0.698 0.367 0.192 0.130 −1.207 −0.100 0.097 2.119
2020 2.074 0.702 0.373 0.201 0.130 −1.234 −0.100 −0.008 2.139
2030 2.347 0.708 0.343 0.226 0.130 −1.296 −1.057 −0.008 1.393
2040 2.580 0.735 0.301 0.254 0.123 −1.350 −0.100 0.027 2.569
2050 2.803 0.766 0.267 0.288 0.117 −1.396 −0.100 0.062 2.807
2060 3.017 0.791 0.243 0.322 0.111 −1.433 −1.208 0.097 1.940
2070 3.222 0.804 0.229 0.358 0.105 −1.462 −0.100 0.132 3.289
2080 3.421 0.792 0.215 0.391 0.098 −1.484 −0.100 0.167 3.500
2090 3.614 0.722 0.199 0.427 0.091 −1.495 −1.240 0.167 2.484
2100 3.801 0.619 0.191 0.456 0.085 −1.500 −0.100 0.167 3.719

a CH4: CH4-induced changes of tropospheric O3 and stratospheric H2O are included. b CFCs: this includes all GHGs except CO2,
CH4, N2O and O3. c O3: half of troposphere O3 forcing + stratosphere O3 forcing from IPCC (2013). d TA+SA: tropospheric
aerosols and surface albedo forcings combined. e Volcano: volcanic forcing is zero when there are no stratospheric aerosols.
Annual data are available at http://www.columbia.edu/~mhs119/Burden/.
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Figure A2.
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